
Cloud computing—accessing computing resources over the Internet—is rap-
idly changing the landscape of information technology. Its primary benefits 
compared to on-premise computing models are reduced costs and increased 
agility and scalability. Hence, cloud computing is receiving considerable inter-
est among several stakeholders—businesses, the IT industry, application de-
velopers, researchers, and students. To successfully embrace this new com-
puting model, these stakeholders need to acquire new cloud computing skills 
and knowledge. This book is designed to provide readers with a clear and 
thorough understanding of the key aspects of cloud computing.

Presented in an easy-to-understand style, Essentials of Cloud Computing 
begins with an introduction to basic cloud computing concepts. It then covers 
cloud computing architecture, deployment models, programming models, and 
cloud service types, such as Software as a Service (SaaS) and Infrastructure as 
a Service (IaaS). It also discusses the cloud’s networking aspects, major ser-
vice providers, open source support, and security issues. The book concludes 
with a discussion of several advanced topics, such as mobile clouds, media 
clouds, and green clouds.

This book is intended for beginners as well as experienced practitioners who 
want to learn more about cloud computing. It includes many case studies, 
programming examples, and industry-based applications. Each chapter con-
cludes with review questions that help readers check their understanding of 
the presented topics. Essentials of Cloud Computing will help readers un-
derstand the issues and challenges of cloud computing and will give them the 
tools needed to develop and deploy applications in clouds.

Features 
• Presents a complete picture of cloud computing using real-life examples 
• Looks at the hardware, software, and networks of the cloud from a 

service-oriented perspective 
• Covers the engineering aspects of designing cloud applications and the 

technological aspects of using cloud applications
• Includes details of both open source and proprietary products and 

services 
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Foreword

Cloud computing is sprawling the IT landscape. Driven by several converg-
ing and complementary factors, cloud computing is advancing as a viable 
IT service delivery model at an incredible pace. It has caused a paradigm 
shift in how we deliver, use, and harness the variety of IT services it offers. 
It also offers several benefits compared to traditional on-premise comput-
ing models, including reduced costs and increased agility and flexibility. Its 
transformational potential is huge and impressive, and consequently cloud 
computing is being adopted by individual users, businesses, educational 
institutions, governments, and community organizations. It helps close the 
digital (information) divide. It might even help save our planet by providing 
an overall greener computing environment.

Hence, corporations are eagerly investing in promising cloud comput-
ing technologies and services not only in developed economies but also 
increasingly in emerging economies—including India, China, Taiwan, the 
Philippines, and South Africa—to address a region’s specific needs. Cloud 
computing is receiving considerable interest among several  stakeholders—
businesses, the IT industry, application developers, IT administrators 
and managers, researchers, and students who aspire to be successful IT 
professionals. 

To successfully embrace this new computing paradigm, however, they 
need to acquire new cloud computing knowledge and skills. In answer to this, 
universities have begun to offer new courses on cloud computing. Though 
there are several books on cloud computing—from basic books intended for 
general readers to advanced compendium for researchers—there are few 
books that comprehensively cover a range of cloud computing topics and 
are particularly intended as an entry-level textbook for university students. 
This book, Essentials of Cloud Computing, fills this void and is a timely and 
valuable addition by Professor K. Chandrasekaran, a well-recognized aca-
demic and researcher in cloud computing.

The book, beginning with a brief overview on different computing par-
adigms and potentials of those paradigms, outlines the fundamentals of 
cloud computing. Then, it deals with cloud services types, cloud deploy-
ment models, technologies supporting and driving the cloud, software 
process models and programming models for cloud, and development of 
software application that runs the cloud. It also gives an overview of ser-
vices available from major cloud providers, highlights currently available 
open source software and tools for cloud deployment, and discusses secu-
rity concerns and issues in cloud computing. Finally, it outlines advances 
in cloud computing such as mobile cloud and green cloud. The book’s 
presentation style supports ease of reading and comprehension. Further, 
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each chapter is supplemented with review questions that help the readers 
to check their understanding of topics and issues explored in the chapter.

Cloud computing is here to stay, and its adoption will be widespread. 
It will transform not only the IT industry but also every sector of society. 
A  wide range of people—application developers, enterprise IT architects 
and administrators, and future IT professionals and managers—will need 
to learn about cloud computing and how it can be deployed for a variety of 
applications. This concise and comprehensive book will help readers under-
stand several key aspects of cloud computing—technologies, models, cloud 
services currently available, applications that are better suited for cloud, and 
more. It will also help them examine the issues and challenges and develop 
and deploy applications in clouds. 

I believe you will find the book informative, concise, comprehensive, and 
helpful to gain cloud knowledge.

San Murugesan
Adjunct Professor

University of Western Sydney
Richmond, New South Wales, Australia

Editor in Chief
IEEE IT Professional

Editor
IEEE Computer

Director
BRITE Professional Services

Australia
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Preface

Cloud computing is one of the most popular technologies that has become an 
integral part of the computing world nowadays. The usage and popularity of 
cloud computing is increasing every day and is expected to increase further. 
Many frequent Internet users are heavily dependent on cloud-based applica-
tions for their day-to-day activities in both professional and personal life. 
Cloud computing has emerged as a technology to realize the utility model of 
computing while using Internet for accessing applications.

The past decades have witnessed the success of centralized comput-
ing infrastructures in many application domains. Then, the emergence of 
the Internet brought numerous users of remote applications based on the 
technologies of distributed computing. Research in distributed computing 
gave birth to the development of grid computing. Though grid is based on 
distributed computing, the conceptual basis for grid is somewhat different. 
Computing with grid enabled researchers to do computationally intensive 
tasks by using limited infrastructure that was available with them and with 
the support of high processing power that could be provided by any third 
party, and thus allowing the researchers to use grid computing, which was 
one of the first attempts to provide computing resources to users on payment 
basis. This technology indeed became popular and is being used even now. 
An associated problem with grid technology was that it could only be used 
by a certain group of people and it was not open to the public. Cloud com-
puting in simple terms is further extension and variation of grid computing, 
in which a market-oriented aspect is added. Though there are several other 
important technical differences, this is one of the major differences between 
grid and cloud. Thus came cloud computing, which is now being used as a 
public utility computing software and is accessible by almost every person 
through the Internet. Apart from this, there are several other properties that 
make cloud popular and unique. In cloud, the resources are metered, and 
a user pays according to the usage. Cloud can also support a continuously 
varying user demands without affecting the performance, and it is always 
available for use without any restrictions. The users can access cloud from 
any device, thus reaching a wider range of people.

There are several applications of cloud computing already being witnessed 
and experienced. As cloud is elastic, it can be used in places where varying 
load is one of the main characteristics. It can also be used where on-demand 
access is required. Similarly, because of its property of multitenancy, it can 
be used in places where several applications are to be operated. Cloud com-
puting can also be used for data-intensive applications for data analytics and 
several data-related tasks.
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As this is considered a promising technology, several companies such as 
Google, Microsoft, Amazon, HP, and IBM have invested their time and other 
resources for further development of cloud computing–related technologies. 
In return, the companies make profit as cloud applications become more 
popular and easier to use. 

The main objective of this book is to present the readers with the intro-
ductory details, technologies, applications development, security, and 
some advanced topics in cloud computing. It is expected that the book will 
serve as a reference for a larger audience base, including students of under-
graduate and postgraduate programs, practitioners, developers, and new 
researchers.

This book will be a timely contribution to cloud computing, a field that 
is gaining momentum in all dimensions such as academia, research, and 
business. As cloud computing is recognized as one of the top five emerg-
ing technologies that will have a major impact on the quality of science and 
society over the next 20 years, its knowledge will help position our readers at 
the forefront of the field.

This book discusses in detail the essentials of cloud computing in a way 
suitable for beginners as well as practitioners who are in need to know or 
learn more about cloud computing. It can also be used as a handbook for 
cloud. It contains 14 chapters that follow a standard format for easy and use-
ful reading: Learning Objectives, Preamble, Introduction, and details related 
to the chapter title with several subsections, supported by a suitable num-
ber of diagrams, tables, figures, etc., followed by Summary, Review Points, 
Review Questions, and References for further reading.

To start with, Chapter 1 aims to give a brief description about available 
paradigms of computing. This provides the required basic knowledge about 
computing paradigms to start with cloud technology. It includes several com-
puting paradigms such as high-performance computing, cluster  computing, 
grid computing, and distributed computing. 

Chapter 2 gives a basic introduction and discusses the fundamental con-
cepts of cloud. The topics include cloud computing definition, the need for 
cloud, cloud principles, cloud applications, and several other topics. 

Chapter 3 gives an introduction to cloud computing technologies. This 
includes the basic concepts in cloud such as cloud architecture, cloud anat-
omy, network connectivity in cloud, cloud management, applications in 
cloud, and migrating applications to cloud. 

Chapter 4 discusses in detail the deployment models such as private, 
public, community, and hybrid. Their applications, use, and design are also 
discussed, thereby giving a clear picture and facilitating a proper choice of 
deployment models. 

Chapter 5 discusses in detail the cloud service models such as Software 
as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a 
Service (IaaS) with several other service models that have emerged recently. 
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This chapter gives an idea on the properties, architecture, and application 
of these cloud service models. 

Chapter 6 discusses the technological drivers for cloud. The topics covered 
in these chapters are service-oriented architecture and cloud, virtualization, 
multicore technology, software models for cloud, pervasive computing, and 
several other related concepts. This chapter gives an elaborate view on how 
these technological drivers are related to cloud and promote it further in the 
context of application development and research. 

Chapter 7 gives a detailed description about virtualization. Virtualization 
is considered to be the basis of cloud computing. Here, opportunities and 
approaches related to virtualization are discussed. Hypervisors are dis-
cussed in detail. This chapter also gives a description on how virtualization 
is used in cloud computing. 

Chapter 8 discusses the programming models that are available for cloud. 
Here, both existing programming models useful to migrate to cloud and 
new programming models specific to cloud are discussed in detail. 

Chapter 9 describes cloud from a software development perspective, the 
different perspectives of SaaS development and its challenges, and cloud-
aware software development in PaaS. 

Chapter 10 deals with the networking aspects in the cloud computing envi-
ronment. This chapter also presents an overview and issues related to the 
data center environment. Transport layer issues and Transmission Control 
Protocol enhancements in data center networks are also discussed. 

Chapter 11 gives a brief description of major service providers known in 
the cloud arena and discusses in detail about the services they offer. 

Chapter 12 is especially for open-source users. This chapter gives a list and 
description of several open-source support and tools available for cloud com-
puting. These are divided according to the service models, that is, SaaS, PaaS, 
and IaaS. There is also a separate note on open-source tools for research, 
which describes the tools that can be worked upon in from a research-ori-
ented perspective. It also has an additional note on distributed computing 
tools that are used for managing distributed systems. 

Chapter 13 discusses the security issues in cloud, an important issue in 
cloud. It discusses about security aspects in general, platform-related secu-
rity, audit, and compliance in cloud. 

The final chapter, Chapter 14, discusses advanced concepts in cloud, such 
as intercloud, cloud management, mobile cloud, media cloud, cloud gover-
nance, green cloud, cloud analytics, and several other allied topics.

The contents of this book reflect the author’s lectures on this topic. 
The author wishes to acknowledge the following for their valuable time 
and contributions in developing, improving, and formatting the chap-
ters: Mohit P. Tahiliani, Marimuthu C., Raghavan S., Manoj V. Thomas, 
Rohit P. Tahiliani, Alaka A., Usha D., Anithakumari S., and Christina 
Terese Joseph.
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Finally, the author would like to thank Aastha Sharma, commissioning 
editor at CRC Press, for her constant communication and follow-up and sup-
port throughout the process of getting the book into print. 

Readers are requested to visit the website http://www.cloudrose.org/ for 
further updates and e-mail interactions with the author.

K. Chandrasekaran
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1
Computing Paradigms

Learning Objectives

The objectives of this chapter are to

• Give a brief description of major of computing
• Examine at the potential of these paradigms

Preamble

The term paradigm conveys that there is a set of practices to be followed to 
accomplish a task. In the domain of computing, there are many different 
standard practices being followed based on inventions and technological 
advancements. In this chapter, we look into the various computing para-
digms: namely high performance computing, cluster computing, grid com-
puting, cloud computing, bio-computing, mobile computing, quantum 
computing, optical computing, nanocomputing, and network computing. As 
computing systems become faster and more capable, it is required to note the 
features of modern computing in order to relate ourselves to the title of this 
book on cloud computing, and therefore it becomes essential to know little on 
various computing paradigms.

1.1 High-Performance Computing

In high-performance computing systems, a pool of processors (processor 
machines or central processing units [CPUs]) connected (networked) with other 
resources like memory, storage, and input and output devices, and the deployed 
software is enabled to run in the entire system of connected  components. 
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The  processor machines can be of homogeneous or heterogeneous type. 
The legacy meaning of high-performance computing (HPC) is the supercom-
puters; however, it is not true in present-day computing scenarios. Therefore, 
HPC can also be attributed to mean the other computing paradigms that are 
discussed in the forthcoming sections, as it is a common name for all these 
computing systems.

Thus, examples of HPC include a small cluster of desktop computers or 
personal computers (PCs) to the fastest supercomputers. HPC systems are 
normally found in those applications where it is required to use or solve 
scientific problems. Most of the time, the challenge in working with these 
kinds of problems is to perform suitable simulation study, and this can be 
accomplished by HPC without any difficulty. Scientific examples such as 
protein folding in molecular biology and studies on developing models and 
applications based on nuclear fusion are worth noting as potential applica-
tions for HPC.

1.2 Parallel Computing

Parallel computing is also one of the facets of HPC. Here, a set of proces-
sors work cooperatively to solve a computational problem. These processor 
machines or CPUs are mostly of homogeneous type. Therefore, this defini-
tion is the same as that of HPC and is broad enough to include supercomput-
ers that have hundreds or thousands of processors interconnected with other 
resources. One can distinguish between conventional (also known as serial or 
sequential or Von Neumann) computers and parallel computers in the way 
the applications are executed.

In serial or sequential computers, the following apply:

• It runs on a single computer/processor machine having a single 
CPU.

• A problem is broken down into a discrete series of instructions.
• Instructions are executed one after another.

In parallel computing, since there is simultaneous use of multiple processor 
machines, the following apply:

• It is run using multiple processors (multiple CPUs).
• A problem is broken down into discrete parts that can be solved 

concurrently.
• Each part is further broken down into a series of instructions.
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• Instructions from each part are executed simultaneously on differ-
ent processors.

• An overall control/coordination mechanism is employed.

1.3 Distributed Computing

Distributed computing is also a computing system that consists of multiple 
computers or processor machines connected through a network, which can be 
homogeneous or heterogeneous, but run as a single system. The connectivity can 
be such that the CPUs in a distributed system can be physically close together 
and connected by a local network, or they can be geographically distant and 
connected by a wide area network. The heterogeneity in a distributed system 
supports any number of possible configurations in the processor machines, such 
as mainframes, PCs, workstations, and minicomputers. The goal of distributed 
computing is to make such a network work as a single computer.

Distributed computing systems are advantageous over centralized sys-
tems, because there is a support for the following characteristic features: 

 1. Scalability: It is the ability of the system to be easily expanded by 
adding more machines as needed, and vice versa, without affecting 
the existing setup.

 2. Redundancy or replication: Here, several machines can provide the 
same services, so that even if one is unavailable (or failed), work does 
not stop because other similar computing supports will be available.

1.4 Cluster Computing

A cluster computing system consists of a set of the same or similar type of 
processor machines connected using a dedicated network infrastructure. All 
processor machines share resources such as a common home directory and 
have a software such as a message passing interface (MPI) implementation 
installed to allow programs to be run across all nodes simultaneously. This 
is also a kind of HPC category. The individual computers in a cluster can be 
referred to as nodes. The reason to realize a cluster as HPC is due to the fact 
that the individual nodes can work together to solve a problem larger than 
any computer can easily solve. And, the nodes need to communicate with one 
another in order to work cooperatively and meaningfully together to solve 
the problem in hand.
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If we have processor machines of heterogeneous types in a cluster, this 
kind of clusters become a subtype and still mostly are in the experimental 
or research stage.

1.5 Grid Computing

The computing resources in most of the organizations are underutilized but 
are necessary for certain operations. The idea of grid computing is to make 
use of such nonutilized computing power by the needy organizations, and 
thereby the return on investment (ROI) on computing investments can be 
increased.

Thus, grid computing is a network of computing or processor machines 
managed with a kind of software such as middleware, in order to access and 
use the resources remotely. The managing activity of grid resources through 
the middleware is called grid services. Grid services provide access control, 
security, access to data including digital libraries and databases, and access 
to large-scale interactive and long-term storage facilities.

TABLE 1.1

Electrical Power Grid and Grid Computing

Electrical Power Grid Grid Computing 

Never worry about where the electricity that 
we are using comes from; that is, whether it 
is from coal in Australia, from wind power 
in the United States, or from a nuclear plant 
in France, one can simply plug the electrical 
appliance into the wall-mounted socket and 
it will get the electrical power that we need 
to operate the appliance.

Never worry about where the computer power 
that we are using comes from; that is, 
whether it is from a supercomputer in 
Germany, a computer farm in India, or a 
laptop in New Zealand, one can simply plug 
in the computer and the Internet and it will 
get the application execution done.

The infrastructure that makes this possible is 
called the power grid. It links together many 
different kinds of power plants with our 
home, through transmission stations, power 
stations, transformers, power lines, and so 
forth.

The infrastructure that makes this possible is 
called the computing grid. It links together 
computing resources, such as PCs, 
workstations, servers, and storage elements, 
and provides the mechanism needed to 
access them via the Internet.

The power grid is pervasive: electricity is 
available essentially everywhere, and one 
can simply access it through a standard 
wall-mounted socket.

The grid is also pervasive in the sense that the 
remote computing resources would be 
accessible from different platforms, 
including laptops and mobile phones, and 
one can simply access the grid computing 
power through the web browser.

The power grid is a utility: we ask for 
electricity and we get it. We also pay for 
what we get.

The grid computing is also a utility: we ask 
for computing power or storage capacity 
and we get it. We also pay for what we get.
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Grid computing is more popular due to the following reasons:

• Its ability to make use of unused computing power, and thus, it is a 
cost-effective solution (reducing investments, only recurring costs)

• As a way to solve problems in line with any HPC-based application
• Enables heterogeneous resources of computers to work coopera-

tively and collaboratively to solve a scientific problem

Researchers associate the term grid to the way electricity is distributed in 
municipal areas for the common man. In this context, the difference between 
electrical power grid and grid computing is worth noting (Table 1.1).

1.6 Cloud Computing

The computing trend moved toward cloud from the concept of grid comput-
ing, particularly when large computing resources are required to solve a single 
problem, using the ideas of computing power as a utility and other allied con-
cepts. However, the potential difference between grid and cloud is that grid 
computing supports leveraging several computers in parallel to solve a particu-
lar application, while cloud computing supports  leveraging multiple resources, 
including computing resources, to deliver a unified service to the end user.

In cloud computing, the IT and business resources, such as servers, stor-
age, network, applications, and processes, can be dynamically provisioned 
to the user needs and workload. In addition, while a cloud can provi-
sion and support a grid, a cloud can also support nongrid environments, 
such as a three-tier web architecture running on traditional or Web 2.0 
applications.

We will be looking at the details of cloud computing in different chapters 
of this book.

1.7 Biocomputing

Biocomputing systems use the concepts of biologically derived or simulated 
molecules (or models) that perform computational processes in order to solve 
a problem. The biologically derived models aid in structuring the computer 
programs that become part of the application.

Biocomputing provides the theoretical background and practical tools 
for scientists to explore proteins and DNA. DNA and proteins are nature’s 



6 Essentials of Cloud Computing

building blocks, but these building blocks are not exactly used as bricks; 
the function of the final molecule rather strongly depends on the order of 
these blocks. Thus, the biocomputing scientist works on inventing the order 
suitable for various applications mimicking biology. Biocomputing shall, 
therefore, lead to a better understanding of life and the molecular causes of 
certain diseases.

1.8 Mobile Computing

In mobile computing, the processing (or computing) elements are small (i.e., 
handheld devices) and the communication between various resources is tak-
ing place using wireless media.

Mobile communication for voice applications (e.g., cellular phone) is widely 
established throughout the world and witnesses a very rapid growth in all its 
dimensions including the increase in the number of subscribers of various 
cellular networks. An extension of this technology is the ability to send and 
receive data across various cellular networks using small devices such as 
smartphones. There can be numerous applications based on this technology; 
for example, video call or conferencing is one of the important applications 
that people prefer to use in place of existing voice (only) communications on 
mobile phones.

Mobile computing–based applications are becoming very important 
and rapidly evolving with various technological advancements as it 
allows users to transmit data from remote locations to other remote or 
fixed locations.

1.9 Quantum Computing

Manufacturers of computing systems say that there is a limit for cram-
ming more and more transistors into smaller and smaller spaces of inte-
grated circuits (ICs) and thereby doubling the processing power about 
every 18 months. This problem will have to be overcome by a new quantum 
computing–based solution, wherein the dependence is on quantum infor-
mation, the rules that govern the subatomic world. Quantum computers 
are millions of times faster than even our most powerful supercomputers 
today. Since quantum computing works differently on the most fundamen-
tal level than the current technology, and although there are working pro-
totypes, these systems have not so far proved to be alternatives to today’s 
silicon-based machines.
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1.10 Optical Computing

Optical computing system uses the photons in visible light or infrared 
beams, rather than electric current, to perform digital computations. An elec-
tric current flows at only about 10% of the speed of light. This limits the rate 
at which data can be exchanged over long distances and is one of the factors 
that led to the evolution of optical fiber. By applying some of the advantages 
of visible and/or IR networks at the device and component scale, a computer 
can be developed that can perform operations 10 or more times faster than a 
conventional electronic computer.

1.11 Nanocomputing

Nanocomputing refers to computing systems that are constructed from 
nanoscale components. The silicon transistors in traditional computers may 
be replaced by transistors based on carbon nanotubes.

The successful realization of nanocomputers relates to the scale and inte-
gration of these nanotubes or components. The issues of scale relate to the 
dimensions of the components; they are, at most, a few nanometers in at least 
two dimensions. The issues of integration of the components are twofold: 
first, the manufacture of complex arbitrary patterns may be economically 
infeasible, and second, nanocomputers may include massive quantities of 
devices. Researchers are working on all these issues to bring nanocomputing 
a reality.

1.12 Network Computing

Network computing is a way of designing systems to take advantage of the 
latest technology and maximize its positive impact on business solutions and 
their ability to serve their customers using a strong underlying network of 
computing resources. In any network computing solution, the client compo-
nent of a networked architecture or application will be with the customer or 
client or end user, and in modern days, they provide an essential set of func-
tionality necessary to support the appropriate client functions at minimum 
cost and maximum simplicity. Unlike conventional PCs, they do not need to be 
individually configured and maintained according to their intended use. The 
other end of the client component in the network architecture will be a typi-
cal server environment to push the services of the application to the client end. 



8 Essentials of Cloud Computing

Almost all the computing paradigms that were discussed earlier are of this 
nature. Even in the future, if any one invents a totally new computing para-
digm, it would be based on a networked architecture, without which it is 
impossible to realize the benefits for any end user.

1.13 Summary

We are into a post-PC era, in which a greater number and a variety of com-
puters and computing paradigms with different sizes and functions might be 
used everywhere and with every human being; so, the purpose of this chap-
ter is to illustrate briefly the ideas of all these computing domains, as most of 
these are ubiquitous and pervasive in its access and working environment.

Key Points

• Mobile computing: Mobile computing consists of small processing 
 elements (i.e., handheld devices) and the communication between 
various resources is by using wireless media (see Section 1.8).

• Nanocomputing: Makes use of nanoscale components (see Section 1.11).

Review Questions

 1. Why is it necessary to understand the various computing paradigms?
 2. Compare grid computing with electric power grid
 3. Will mobile computing play a dominant role in the future? Discuss
 4. How are distributed computing and network computing different or 

similar?
 5. How may nanocomputing shape future devices?

Further Reading

Ditto, W. L., A. Miliotis, K. Murali, and S. Sinha. The chaos computing paradigm. 
Reviews of Nonlinear Dynamics and Complexity 3: 1–35, 2010.
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2
Cloud Computing Fundamentals

Learning Objectives

The objectives of this chapter are to

• Understand the basic ideas and motivation for cloud computing
• To define cloud computing
• Understand the 5-4-3 principles of cloud computing and cloud 

ecosystem
• Understand the working of a cloud application
• Have a brief understanding on the benefits and drawbacks in cloud 

computing

Preamble

Modern computing with our laptop or desktop or even with tablets/smart-
phones using the Internet to access the data and details that we want, which 
are located/stored at remote places/computers, through the faces of appli-
cations like Facebook, e-mail, and YouTube, brings the actual power of 
information that we need instantaneously within no time. Even if millions 
of users get connected in this manner, from anywhere in the world, these 
applications do serve what these users–customers want. This phenomenon 
of supply of information or any other data and details to all the needy cus-
tomers, as and when it is asked, is the conceptual understanding and work-
ing of what is known as cloud computing. This chapter is devoted to give 
basic understanding on cloud computing.
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2.1 Motivation for Cloud Computing

Let us review the scenario of computing prior to the announcement and 
availability of cloud computing: The users who are in need of computing 
are expected to invest money on computing resources such as hardware, 
software, networking, and storage; this investment naturally costs a bulk 
currency to the users as they have to buy these computing resources, keep 
these in their premises, and maintain and make it operational—all these 
tasks would add cost. And, this is a particularly true and huge expenditure 
to the enterprises that require enormous computing power and resources, 
compared with classical academics and individuals.

On the other hand, it is easy and handy to get the required computing 
power and resources from some provider (or supplier) as and when it is 
needed and pay only for that usage. This would cost only a reasonable invest-
ment or spending, compared to the huge investment when buying the entire 
computing infrastructure. This phenomenon can be viewed as capital expen-
diture versus operational expenditure. As one can easily assess the huge lump 
sum required for capital expenditure (whole investment and maintenance for 
computing infrastructure) and compare it with the moderate or smaller lump 
sum required for the hiring or getting the computing infrastructure only to 
the tune of required time, and rest of the time free from that. Therefore, cloud 
computing is a mechanism of bringing–hiring or getting the services of the com-
puting power or infrastructure to an organizational or individual level to the 
extent required and paying only for the consumed services.

One can compare this situation with the usage of electricity (its services) 
from its producer-cum-distributor (in India, it is the state-/government-owned 
electricity boards that give electricity supply to all residences and organiza-
tions) to houses or organizations; here, we do not generate electricity (compa-
rable with electricity production–related tasks); rather, we use it only to tune 
up our requirements in our premises, such as for our lighting and usage of 
other electrical appliances, and pay as per the electricity meter reading value.

Therefore, cloud computing is needed in getting the services of comput-
ing resources. Thus, one can say as a one-line answer to the need for cloud 
computing that it eliminates a large computing investment without compro-
mising the use of computing at the user level at an operational cost. Cloud 
computing is very economical and saves a lot of money. A blind benefit of 
this computing is that even if we lose our laptop or due to some crisis our 
personal computer—and the desktop system—gets damaged, still our data 
and files will stay safe and secured as these are not in our local machine (but 
remotely located at the provider’s place—machine).

In addition, one can think to add security while accessing these remote 
computing resources as depicted in Figure 2.1.

Figure 2.1 shows several cloud computing applications. The cloud  represents 
the Internet-based computing resources, and the accessibility is through some 
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secure support of connectivity. It is a computing solution growing in popu-
larity, especially among individuals and small- and medium-sized compa-
nies (SMEs). In the cloud computing model, an  organization’s core computer 
power resides offsite and is essentially subscribed to rather than owned.

Thus, cloud computing comes into focus and much needed only when we 
think about what computing resources and information technology (IT) solu-
tions are required. This need caters to a way to increase capacity or add capabil-
ities on the fly without investing in new infrastructure, training new personnel, 
or licensing new software. Cloud computing encompasses the subscription-
based or pay-per-use service model of offering computing to end users or cus-
tomers over the Internet and thereby extending the IT’s existing capabilities.

2.1.1 The Need for Cloud Computing

The main reasons for the need and use of cloud computing are convenience and 
reliability. In the past, if we wanted to bring a file, we would have to save it to a 
Universal Serial Bus (USB) flash drive, external hard drive, or compact disc (CD) 
and bring that device to a different place. Instead, saving a file to the cloud 
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FIGURE 2.1
Cloud computing.
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(e.g., use of cloud application Dropbox) ensures that we will be able to access it 
with any computer that has an Internet connection. The cloud also makes it much 
easier to share a file with friends, making it possible to collaborate over the web.

While using the cloud, losing our data/file is much less likely. However, 
just like anything online, there is always a risk that someone may try to gain 
access to our personal data, and therefore, it is important to choose an access 
control with a strong password and pay attention to any privacy settings for 
the cloud service that we are using.

2.2 Defining Cloud Computing

In the simplest terms, cloud computing means storing and accessing data 
and programs over the Internet from a remote location or computer instead 
of our computer’s hard drive. This so called remote location has several 
properties such as scalability, elasticity etc., which  is significantly different 
from a simple remote machine. The cloud is just a metaphor for the Internet. 
When we store data on or run a program from the local computer’s hard 
drive, that is called local storage and computing. For it to be considered cloud 
computing, we need to access our data or programs over the Internet. The end 
result is the same; however, with an online connection, cloud computing can 
be done anywhere, anytime, and by any device.

2.2.1 NIST Definition of Cloud Computing

The formal definition of cloud computing comes from the National Institute of 
Standards and Technology (NIST): “Cloud computing is a model for enabling 
ubiquitous, convenient, on-demand network access to a shared pool of config-
urable computing resources (e.g., networks, servers, storage, applications, and 
services) that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction. This cloud model is composed of five 
essential characteristics, three service models, and four deployment models [1].

It means that the computing resource or infrastructure—be it server hardware, 
storage, network, or application software—all available from the cloud vendor 
or provider’s site/premises, can be accessible over the Internet from any remote 
location and by any local computing device. In  addition, the usage or accessibil-
ity is to cost only to the level of usage to the customers based on their needs and 
demands, also known as the pay-as-you-go or pay-as-per-use model. If the need 
is more, more quantum computing resources are made available ( provisioning 
with elasticity) by the provider. Minimal management effort implies that at the 
customer’s side, the maintenance of computing systems is very minimal as they 
will have to look at these tasks only for their local computing devices used for 
accessing cloud-based resources, not for those computing resources managed at 
the provider’s side. Details of five essential characteristics, three service  models, 
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and four deployment models are provided in the 5-4-3 principles in Section 2.3. 
Many vendors, pundits, and experts refer to NIST, and both the International 
Standards Organization (ISO) and the Institute of Electrical and Electronics 
Engineers (IEEE) back the NIST definition.

Now, let us try to define and understand cloud computing from two other 
perspectives—as a service and a platform—in the following sections.

2.2.2 Cloud Computing Is a Service

The simplest thing that any computer does is allow us to store and retrieve 
information. We can store our family photographs, our favorite songs, or 
even save movies on it, which is also the most basic service offered by cloud 
computing. Let us look at the example of a popular application called Flickr 
to illustrate the meaning of this section.

While Flickr started with an emphasis on sharing photos and images, it 
has emerged as a great place to store those images. In many ways, it is supe-
rior to storing the images on your computer:

 1. First, Flickr allows us to easily access our images no matter where 
we are or what type of device we are using. While we might upload 
the photos of our vacation from our home computer, later, we can 
easily access them from our laptop at the office.

 2. Second, Flickr lets us share the images. There is no need to burn them 
to a CD or save them on a flash drive. We can just send someone our 
Flickr address to share these photos or images.

 3. Third, Flickr provides data security. By uploading the images to 
Flickr, we are providing ourselves with data security by creating a 
backup on the web. And, while it is always best to keep a local copy—
either on a computer, a CD, or a flash drive—the truth is that we are 
far more likely to lose the images that we store locally than Flickr is 
of losing our images.

2.2.3 Cloud Computing Is a Platform

The World Wide Web (WWW) can be considered as the operating system 
for all our Internet-based applications. However, one has to understand that 
we will always need a local operating system in our computer to access web-
based applications.

The basic meaning of the term platform is that it is the support on which 
applications run or give results to the users. For example, Microsoft Windows 
is a platform. But, a platform does not have to be an operating system. Java is 
a platform even though it is not an operating system.

Through cloud computing, the web is becoming a platform. With trends 
(applications) such as Office 2.0, more and more applications that were 
originally available on desktop computers are now being converted into 
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web–cloud applications. Word processors like Buzzword and office suites 
like Google Docs are now available in the cloud as their desktop counter-
parts. All these kinds of trends in providing applications via the cloud are 
turning cloud computing into a platform or to act as a platform.

2.3 5-4-3 Principles of Cloud computing

The 5-4-3 principles put forth by NIST describe (a) the five essential char-
acteristic features that promote cloud computing, (b) the four deployment 
models that are used to narrate the cloud computing opportunities for cus-
tomers while looking at architectural models, and (c) the three important 
and basic service offering models of cloud computing.

2.3.1 Five Essential Characteristics

Cloud computing has five essential characteristics, which are shown in 
Figure 2.2. Readers can note the word essential, which means that if any of 
these characteristics is missing, then it is not cloud computing:

 1. On-demand self-service: A consumer can unilaterally provision com-
puting capabilities, such as server time and network storage, as 
needed automatically without requiring human interaction with 
each service’s provider.

 2. Broad network access: Capabilities are available over the network and 
accessed through standard mechanisms that promote use by hetero-
geneous thin or thick client platforms (e.g., mobile phones, laptops, 
and personal digital assistants [PDAs]).

On-demand
 self

services

Measured
service

Cloud computing

Rapid elasticity Resource
pooling

Broad network
access

FIGURE 2.2
The essential characteristics of cloud computing.
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 3. Elastic resource pooling: The provider’s computing resources are 
pooled to serve multiple consumers using a multitenant model, with 
different physical and virtual resources dynamically assigned and 
reassigned according to consumer demand. There is a sense of loca-
tion independence in that the customer generally has no control or 
knowledge over the exact location of the provided resources but may 
be able to specify the location at a higher level of abstraction (e.g., 
country, state, or data center). Examples of resources include storage, 
processing, memory, and network bandwidth.

 4. Rapid elasticity: Capabilities can be rapidly and elastically provi-
sioned, in some cases automatically, to quickly scale out and rapidly 
released to quickly scale in. To the consumer, the capabilities avail-
able for provisioning often appear to be unlimited and can be pur-
chased in any quantity at any time.

 5. Measured service: Cloud systems automatically control and optimize 
resource use by leveraging a metering capability at some level of 
abstraction appropriate to the type of service (e.g., storage, process-
ing, bandwidth, and active user accounts). Resource usage can be 
monitored, controlled, and reported providing transparency for 
both the provider and consumer of the utilized service.

2.3.2 Four Cloud Deployment Models

Deployment models describe the ways with which the cloud services can be 
deployed or made available to its customers, depending on the organizational 
structure and the provisioning location. One can understand it in this man-
ner too: cloud (Internet)-based computing resources—that is, the locations 
where data and services are acquired and provisioned to its  customers—
can take various forms. Four deployment models are usually distinguished, 
namely, public, private, community, and hybrid cloud service usage:

 1. Private cloud: The cloud infrastructure is provisioned for exclusive 
use by a single organization comprising multiple consumers (e.g., 
business units). It may be owned, managed, and operated by the 
organization, a third party, or some combination of them, and it may 
exist on or off premises.

 2. Public cloud: The cloud infrastructure is provisioned for open use by 
the general public. It may be owned, managed, and operated by a 
business, academic, or government organization, or some combina-
tion of them. It exists on the premises of the cloud provider.

 3. Community cloud: The cloud infrastructure is shared by several orga-
nizations and supports a specific community that has shared con-
cerns (e.g., mission, security requirements, policy, and compliance 
considerations). It may be managed by the organizations or a third 
party and may exist on premise or off premise.
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 4. Hybrid cloud: The cloud infrastructure is a composition of two or 
more distinct cloud infrastructures (private, community, or public) 
that remain unique entities but are bound together by standardized 
or proprietary technology that enables data and application porta-
bility (e.g., cloud bursting for load balancing between clouds).

2.3.3 Three Service Offering Models

The three kinds of services with which the cloud-based computing resources 
are available to end customers are as follows: Software as a Service (SaaS), 
Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). It is also 
known as the service–platform–infrastructure (SPI) model of the cloud and is 
shown in Figure 2.3. SaaS is a software distribution model in which applica-
tions (software, which is one of the most important computing resources) are 
hosted by a vendor or service provider and made available to customers over 
a network, typically the Internet. PaaS is a paradigm for delivering operating 
systems and associated services (e.g., computer aided software engineering 
[CASE] tools, integrated development environments [IDEs] for developing 
software solutions) over the Internet without downloads or installation. IaaS 
involves outsourcing the equipment used to support operations, including 
storage, hardware, servers, and networking components.

 1. Cloud SaaS: The capability provided to the consumer is to use the 
provider’s applications running on a cloud infrastructure, includ-
ing network, servers, operating systems, storage, and even individ-
ual application capabilities, with the possible exception of limited 
user-specific application configuration settings. The applications are 
accessible from various client devices through either a thin client 

Software as a Service (SaaS)

Platform as a Service (PaaS)

Infrastructure as a Service (IaaS)

End user application is delivered as a service.

Application platform onto which custom
applications and services can be deployed.

Physical infrastructure is abstracted to provide
computing, storage, and networking as a service.

FIGURE 2.3
SPI—service offering model of the cloud.
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interface, such as a web browser (e.g., web-based e-mail), or a pro-
gram interface. The consumer does not manage or control the under-
lying cloud infrastructure. Typical applications offered as a service 
include customer relationship management (CRM), business intel-
ligence analytics, and online accounting software.

 2. Cloud PaaS: The capability provided to the consumer is to deploy 
onto the cloud infrastructure consumer-created or acquired applica-
tions created using programming languages, libraries, services, and 
tools supported by the provider. The consumer does not manage or 
control the underlying cloud infrastructure but has control over the 
deployed applications and possibly configuration settings for the 
application-hosting environment. In other words, it is a packaged 
and ready-to-run development or operating framework. The PaaS 
vendor provides the networks, servers, and storage and manages 
the levels of scalability and maintenance. The client typically pays 
for services used. Examples of PaaS providers include Google App 
Engine and Microsoft Azure Services.

 3. Cloud IaaS: The capability provided to the consumer is to provision 
processing, storage, networks, and other fundamental computing 
resources on a pay-per-use basis where he or she is able to deploy 
and run arbitrary software, which can include operating systems 
and applications. The consumer does not manage or control the 
underlying cloud infrastructure but has control over the operating 
systems, storage, and deployed applications and possibly limited 
control of select networking components (e.g., host firewalls). The 
service provider owns the equipment and is responsible for housing, 
cooling operation, and maintenance. Amazon Web Services (AWS) is 
a popular example of a large IaaS provider.

The major difference between PaaS and IaaS is the amount of control that 
users have. In essence, PaaS allows vendors to manage everything, while 
IaaS requires more management from the customer side. Generally speak-
ing, organizations that already have a software package or application for a 
specific purpose and want to install and run it in the cloud should opt to use 
IaaS instead of PaaS.

2.4 Cloud Ecosystem

Cloud ecosystem is a term used to describe the complete environment or sys-
tem of interdependent components or entities that work together to enable 
and support the cloud services. To be more precise, the cloud computing’s 
ecosystem is a complex environment that includes the description of every 
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item or entity along with their interaction; the complex entities include the tra-
ditional elements of cloud computing such as software (SaaS), hardware (PaaS 
and/or IaaS), other infrastructure (e.g., network, storage), and also stakehold-
ers like consultants, integrators, partners, third parties, and anything in their 
environments that has a bearing on the other components of the cloud.

The cloud ecosystem of interacting components and organizations with indi-
viduals, together known as the actors who could be responsible for either provid-
ing or consuming cloud services, can be categorized in the following manner:

 1. Cloud service users (CSUs): A consumer (an individual/person), enter-
prise (including enterprise administrator), and/or government/
public institution or organization that consumes delivered cloud 
services; a CSU can include intermediate users that will deliver 
cloud services provided by a cloud service provider (CSP) to actual 
users of the cloud service, that is, end users. End users can be per-
sons, machines, or applications.

 2. CSPs: An organization that provides or delivers and maintains or 
manages cloud services, that is, provider of SaaS, PaaS, IaaS, or any 
allied computing infrastructure.

 3. Cloud service partners (CSNs): A person or organization (e.g., applica-
tion developer; content, software, hardware, and/or equipment pro-
vider; system integrator; and/or auditor) that provides support to the 
building of a service offered by a CSP (e.g., service integration).

CSN 1 (application developer)

CSN 2 (content provider)

CSP 2
(Intercloud)

CSN 3

CSU 1 (enterprise) CSU 2 (consumer)

CSP 3
(SaaS/PaaS/IaaS/

CaaS/NaaS provider
and Intercloud)

CSP 1
(SaaS/PaaS/IaaS/CaaS/

NaaS provider and
Intercloud)

FIGURE 2.4
Actors with some of their possible roles in a cloud ecosystem.
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In layman’s terms, the cloud ecosystem describes the usage and value of each 
entity in the ecosystem, and when all the entities in the ecosystem are put 
together, users are now able to have an integrated suite made up of the best-
of-breed solutions. An example of this ecosystem can be a cloud accounting 
solution such as Tally; while this SaaS vendor focuses on their support for 
accounting and integrated payroll solutions, they can engage (collaborate) 
with any other third-party CSPs who could support additional features 
in the accounting software like reporting tools, dashboards, work papers, 
workflow, project management, and CRM, covering the majority of a client 
or customer firm’s software needs. And, any other additional requirement 
that may be essential will likely be added by a partner joining the ecosystem 
in the near future. Figure 2.4 illustrates the idea of a cloud ecosystem.

2.5 Requirements for Cloud Services

From the concepts illustrated in the earlier sections, one can understand that 
the cloud services or service offering models require certain features to be 
exhibited in order to be considered as services. The following are the basic 
requirements for anything that can be considered as a service by the actors 
of the cloud computing ecosystem, which can be offered or provisioned 
through the cloud:

 1. Multitenancy: Multitenancy is an essential characteristic of cloud sys-
tems aiming to provide isolation of the different users of the cloud 
system (tenants) while maximizing resource sharing. It is expected 
that multitenancy be supported at various levels of a cloud infra-
structure. As an example, at the application level, multitenancy is a 
feature that allows a single instance of an application (say, database 
system) and leverages the economy of scale to satisfy several users 
at the same time.

 2. Service life cycle management: Cloud services are paid as per usage 
and can be started and ended at any time. Therefore, it is required 
that a cloud service support automatic service provisioning. In addi-
tion, metering and charging or billing settlement needs to be pro-
vided for services that are dynamically created, modified, and then 
released in virtual environments.

 3. Security: The security of each individual service needs to be pro-
tected in the multitenant cloud environment; the users (tenants) also 
support the needed secured services, meaning that a cloud provides 
strict control for tenants’ service access to different resources to 
avoid the abuse of cloud resources and to facilitate the management 
of CSUs by CSPs.
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 4. Responsiveness: The cloud ecosystem is expected to enable early 
detection, diagnosis, and fixing of service-related problems in order 
to help the customers use the services faithfully.

 5. Intelligent service deployment: It is expected that the cloud enables effi-
cient use of resources in service deployment, that is, maximizing the 
number of deployed services while minimizing the usage of resources 
and still respecting the SLAs. For example, the specific application 
characteristics (e.g., central processing unit [CPU]-intensive, input/
output [IO]-intensive) that can be provided by developers or via appli-
cation monitoring may help CSPs in making efficient use of resources.

 6. Portability: It is expected that a cloud service supports the portabil-
ity of its features over various underlying resources and that CSPs 
should be able to accommodate cloud workload portability (e.g., 
VM portability) with limited service disruption.

 7. Interoperability: It is expected to have available well-documented and 
well-tested specifications that allow heterogeneous systems in cloud 
environments to work together.

 8. Regulatory aspects: All applicable regulations shall be respected, 
including privacy protection.

 9. Environmental sustainability: A key characteristic of cloud computing 
is the capability to access, through a broad network and thin clients, 
on-demand shared pools of configurable resources that can be rap-
idly provisioned and released. Cloud computing can then be con-
sidered in its essence as an ICT energy consumption consolidation 
model, supporting mainstream technologies aiming to optimize 
energy consumption (e.g., in data centers) and application perfor-
mance. Examples of such technologies include virtualization and 
multitenancy.

 10. Service reliability, service availability, and quality assurance: CSUs demand 
for their services end-to-end quality of service (QoS) assurance, high 
levels of reliability, and continued availability to their CSPs.

 11. Service access: A cloud infrastructure is expected to provide CSUs 
with access to cloud services from any user device. It is expected that 
CSUs have a consistent experience when accessing cloud services.

 12. Flexibility: It is expected that the cloud service be capable of support-
ing multiple cloud deployment models and cloud service categories.

 13. Accounting and charging: It is expected that a cloud service be capable 
to support various accounting and charging models and policies.

 14. Massive data processing: It is expected that a cloud supports mecha-
nisms for massive data processing (e.g., extracting, transforming, and 
loading data). It is worth to note in this context that distributed and/



21Cloud Computing Fundamentals

or parallel processing systems will be used in cloud infrastructure 
deployments to provide large-scale integrated data storage and pro-
cessing capabilities that scale with software-based fault tolerance.

The expected requirements for services in the IaaS category include the 
following:

• Computing hardware requirements (including processing, memory, 
disk, network interfaces, and virtual machines)

• Computing software requirements (including OS and other prein-
stalled software)

• Storage requirements (including storage capacity)
• Network requirements (including QoS specifications, such as band-

width and traffic volumes)
• Availability requirements (including protection/backup plan for 

computing, storage, and network resources)

The expected service requirements for services in the PaaS category include 
the following:

• Requirements similar to those of the IaaS category
• Deployment options of user-created applications (e.g., scale-out options)

The expected service requirements for services in the SaaS category include 
the following:

• Application-specific requirements (including licensing options)
• Network requirements (including QoS specifications such as band-

width and traffic volumes)

2.6 Cloud Application

A cloud application is an application program that functions or executes in 
the cloud; the application can exhibit some characteristics of a pure desk-
top application and some characteristics of a pure web-based application. 
A desktop application resides entirely on a single device at the user’s  location 
(it does not necessarily have to be a desktop computer), and on the other 
hand, a web application is stored entirely on a remote server and is delivered 
over the Internet through a browser interface.
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Like desktop applications, cloud applications can provide fast responsive-
ness and can work offline. Like web applications, cloud applications need not 
permanently reside on the local device, but they can be easily updated online. 
Cloud applications are, therefore, under the user’s constant control, yet they 
need not always consume storage space on the user’s computer or communi-
cations device. Assuming that the user has a reasonably fast Internet connec-
tion, a well-written cloud application offers all the interactivity of a desktop 
application along with the portability of a web application.

A cloud application can be used with a web browser connected to the 
Internet. Now, it is possible for the user interface portion of the application to 
exist on the local device and for the user to cache data locally, enabling full 
offline mode when desired. Also, a cloud application, unlike a web app, can be 
used in any sensitive situation where wireless devices—connectivity—are not 
allowed (i.e., even when no Internet connection is available for some period).

An example of cloud application is a web-based e-mail (e.g., Gmail, Yahoo 
mail); in this application, the user of the e-mail uses the cloud—all of the 
emails in their inbox are stored on servers at remote locations at the e-mail 
service provider.

However, there are many other services that use the cloud in different 
ways. Here is yet another example: Dropbox is a cloud storage service that 
lets us easily store and share files with other people and access files from a 
mobile device as well.

2.7 Benefits and Drawbacks

One of the attractions of cloud computing is accessibility. If our applications 
and documents are in the cloud and are not saved on an office server, then we 
can access and use them at anytime, anywhere for our working, whether we 
are at work, at home, or even at a friend’s house. Cloud computing also enables 
precisely the right amount of computing power and resources to be used for 
applications. Cloud computing vendors provide computing-related services as 
a bundle of computing power and parcel it out on demand. Customers can 
draw and make use as much or as little computing power as they need, being 
charged only for the usage time/computing power; accordingly, this scheme 
can save money. This also implies that scalability is one of the cloud computing’s 
big benefits. When we need more computing power, cloud computing can 
give instant access to exactly what we need. In the cloud model, an organi-
zation’s core computer power resides offsite and is essentially subscribed to 
rather than owned. There is no capital expenditure, only operational expen-
diture. It also relieves us from the responsibility and costs of maintenance of 
the entire computing infrastructure and pushes all these to the cloud vendor 
or provider. The cloud also offers a new level of reliability. The virtualization 
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technology enables a vendor’s cloud software to automatically move data from 
a piece of hardware that goes bad or is pulled offline to a section of the system 
or hardware that is functioning or operational. Therefore, the client gets seam-
less access to the data. Separate backup systems, with cloud disaster recov-
ery strategies, provide another layer of dependability and reliability. Finally, 
cloud computing also promotes a green alternative to paper-intensive office 
functions. It is because it needs less computing hardware on premise, and all 
computing-related tasks take place remotely with minimal computing hard-
ware requirement with the help of technological innovations such as virtual-
ization and multitenancy. Another viewpoint on the green aspect is that cloud 
computing can reduce the environmental impact of building, shipping, hous-
ing, and ultimately destroying (or recycling) computer equipment as no one is 
going to own many such systems in their premises and managing the offices 
with fewer computers that consume less energy comparatively. A consolidated 
set of points briefing the benefits of cloud computing can be as follows:

 1. Achieve economies of scale: We can increase the volume output or pro-
ductivity with fewer systems and thereby reduce the cost per unit of 
a project or product.

 2. Reduce spending on technology infrastructure: It is easy to access data 
and information with minimal upfront spending in a pay-as-you-go 
approach, in the sense that the usage and payment are similar to an 
electricity meter reading in the house, which is based on demand.

 3. Globalize the workforce: People worldwide can access the cloud with 
Internet connection.

 4. Streamline business processes: It is possible to get more work done in 
less time with less resource.

 5. Reduce capital costs: There is no need to spend huge money on hard-
ware, software, or licensing fees.

 6. Pervasive accessibility: Data and applications can be accessed anytime, 
anywhere, using any smart computing device, making our life so 
much easier.

 7. Monitor projects more effectively: It is possible to confine within bud-
getary allocations and can be ahead of completion cycle times.

 8. Less personnel training is needed: It takes fewer people to do more work 
on a cloud, with a minimal learning curve on hardware and soft-
ware issues.

 9. Minimize maintenance and licensing software: As there is no too much 
of on-premise computing resources, maintenance becomes simple 
and updates and renewals of software systems rely on the cloud 
vendor or provider.

 10. Improved flexibility: It is possible to make fast changes in our work 
environment without serious issues at stake.
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Drawbacks to cloud computing are obvious. The main point in this context is 
that if we lose our Internet connection, we have lost the link to the cloud and 
thereby to the data and applications. There is also a concern about security as 
our entire working with data and applications depend on other’s (cloud ven-
dor or providers) computing power. Also, while cloud computing supports 
scalability (i.e., quickly scaling up and down computing resources depend-
ing on the need), it does not permit the control on these resources as these 
are not owned by the user or customer. Depending on the cloud vendor or 
provider, customers may face restrictions on the availability of applications, 
operating systems, and infrastructure options. And, sometimes, all devel-
opment platforms may not be available in the cloud due to the fact that the 
cloud vendor may not aware of such solutions. A major barrier to cloud com-
puting is the interoperabebility of applications, which is the ability of two 
or more applications that are required to support a business need to work 
together by sharing data and other business-related resources. Normally, 
this does not happen in the cloud as these applications may not be available 
with a single cloud vendor and two different vendors having these applica-
tions do not cooperate with each other.

2.8 Summary

For a clear understanding of cloud computing, there are certain fundamen-
tal concepts to be known, as discussed in this chapter. This chapter starts 
with the motivation for cloud computing and discusses in brief the reason 
for which cloud was introduced, the need for cloud computing, and the basic 
definition of cloud. NIST provides a standard definition for cloud computing. 
Cloud is based on the 5-4-3 principle. Cloud has different environments. And 
so, the cloud ecosystem is discussed, which briefly points out different roles 
involved in cloud computing. Further several essential features of cloud com-
puting are elaborated. Applications in cloud are also briefly discussed. The 
chapter ends with a detailed note on the benefits and drawbacks of cloud.

Review Points

• Cloud computing: Cloud computing is a model for enabling ubiq-
uitous, convenient, on-demand network access to a shared pool 
of configurable computing resources (e.g., networks, servers, 
storage, applications, and services) that can be rapidly provi-
sioned and released with minimal management effort or service 
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provider interaction. This cloud model is composed of five essen-
tial characteristics, three  service models, and four deployment 
models (see Section 2.2.1).

• Cloud ecosystem: A person or organization (e.g., application developer; 
content, software, hardware, and/or equipment provider; system 
integrator; and/or auditor) that provides support to the building of 
a service offered by a CSP (e.g., service integration) (see Section 2.4).

• Cloud service providers: An organization that provides or delivers and 
maintains or manages cloud services, that is, provider of SaaS, PaaS, 
IaaS, or any allied computing infrastructure (see Section 2.4).

• Multitenancy: Multitenancy is an essential characteristic of cloud sys-
tems aiming to provide isolation of the different users of the cloud 
system (tenants) while maximizing resource sharing (see Section 2.5).

Review Questions

 1. What is cloud computing? Why is it needed?
 2. Describe a real-life example to illustrate the concepts behind cloud 

computing.
 3. Distinguish between the definitions of cloud computing is a service 

and cloud computing is a platform.
 4. Is it true that all essential characteristic features of the cloud are nec-

essary to completely describe it?
 5. What are the service offering models of the cloud?
 6. What are the deployment models of the cloud?
 7. What are the actors and their roles in a typical cloud ecosystem?
 8. Enlist and explain the requirements that need to be considered for 

cloud services.
 9. Explain how a cloud application is being accessed.
 10. Give a brief note on the merits and demerits of cloud computing.
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3
Cloud Computing Architecture 
and Management

Learning Objectives

The objectives of this chapter are to

• Provide an overview of the cloud architecture
• Give an insight on the anatomy of the cloud
• Describe the role of network connectivity in the cloud
• Give a description about applications in the cloud
• Give a detailed description about managing the cloud
• Provide an overview about application migration to the cloud

Preamble

Cloud computing is an emerging technology that has become one of the 
most popular computing technologies. Each and every technology has cer-
tain concepts that form the basis for its working. Similarly, there are sev-
eral aspects of a technology that needs to be looked upon before delving 
deeper. Thus, there are some basic issues in cloud computing that need to 
be discussed before going into a detailed discussion about the cloud. This 
chapter firstly describes the cloud architecture. Cloud architecture consists 
of a hierarchical set of components that collectively describe the way the 
cloud works. The next section explains about the cloud anatomy, followed by 
network connectivity in the cloud and then the fine details about managing 
a cloud application. Finally, an overview on migrating applications to the 
cloud is discussed. Some of the topics that are discussed in this chapter are 
elaborated in upcoming chapters.
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3.1 Introduction

Cloud computing is similar to other technologies in a way that it also 
has several basic concepts that one should learn before knowing its core 
concepts. There are several processes and components of cloud comput-
ing that need to be discussed. One of the topics of such prime impor-
tance is architecture. Architecture is the hierarchical view of describing 
a technology. This usually includes the components over which the 
existing technology is built and the components that are dependent on 
the technology. Another topic that is related to architecture is anatomy. 
Anatomy describes the core structure of the cloud. Once the structure of 
the cloud is clear, the network connections in the cloud and the details 
about the cloud application need to be known. This is important as the 
cloud is a completely Internet-dependent technology. Similarly, cloud 
management discusses the important management issues and ways in 
which the current cloud scenario is managed. It describes the way an 
application and infrastructure in the cloud are managed. Management is 
important because of the quality of service (QoS) factors that are involved 
in the cloud. These QoS factors form the basis for cloud computing. All 
the services are given based on these QoS factors. Similarly, application 
 migration to the cloud also plays a very important role. Not all applica-
tions can be directly deployed to the cloud. An application needs to be 
properly migrated to the cloud to be considered a proper cloud applica-
tion that will have all the properties of the cloud.

3.2 Cloud Architecture

Any technological model consists of an architecture based on which the 
model functions, which is a hierarchical view of describing the technology. 
The cloud also has an architecture that describes its working mechanism. 
It  includes the dependencies on which it works and the components that 
work over it. The cloud is a recent technology that is completely depen-
dent on the Internet for its functioning. Figure 3.1 depicts the architecture. 
The cloud architecture can be divided into four layers based on the access of 
the cloud by the user. They are as follows.

3.2.1 Layer 1 (User/Client Layer)

This layer is the lowest layer in the cloud architecture. All the users or  client 
belong to this layer. This is the place where the client/user initiates the 
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connection to the cloud. The client can be any device such as a thin client, 
thick client, or mobile or any handheld device that would support basic func-
tionalities to access a web application. The thin client here refers to a device 
that is completely dependent on some other system for its complete function-
ality. In simple terms, they have very low processing capability. Similarly, 
thick clients are general computers that have adequate processing capability. 
They have sufficient capability for independent work. Usually, a cloud appli-
cation can be accessed in the same way as a web application. But internally, 
the properties of cloud applications are significantly different. Thus, this 
layer consists of client devices.

3.2.2 Layer 2 (Network Layer)

This layer allows the users to connect to the cloud. The whole cloud infra-
structure is dependent on this connection where the services are offered to 
the customers. This is primarily the Internet in the case of a public cloud. 
The public cloud usually exists in a specific location and the user would not 
know the location as it is abstract. And, the public cloud can be accessed all 
over the world. In the case of a private cloud, the connectivity may be pro-
vided by a local area network (LAN). Even in this case, the cloud completely 
depends on the network that is used. Usually, when accessing the public or 
private cloud, the users require minimum bandwidth, which is sometimes 
defined by the cloud providers. This layer does not come under the purview 
of service-level agreements (SLAs), that is, SLAs do not take into account the 
Internet connection between the user and cloud for quality of service (QoS).

Layer 1: User/client layer

Layer 2: Network layer

Layer 3: Cloud management layer

Layer 4: Hardware resource layer

FIGURE 3.1
Cloud architecture.
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3.2.3 Layer 3 (Cloud Management Layer)

This layer consists of softwares that are used in managing the cloud. The soft-
wares can be a cloud operating system (OS), a software that acts as an interface 
between the data center (actual resources) and the user, or a management soft-
ware that allows managing resources. These softwares usually allow resource 
management (scheduling, provisioning, etc.), optimization (server consolida-
tion, storage workload consolidation), and internal cloud governance. This 
layer comes under the purview of SLAs, that is, the operations taking place in 
this layer would affect the SLAs that are being decided upon between the users 
and the service providers. Any delay in processing or any discrepancy in ser-
vice provisioning may lead to an SLA violation. As per rules, any SLA violation 
would result in a penalty to be given by the service provider. These SLAs are 
for both private and public clouds Popular service providers are Amazon Web 
Services (AWS) and Microsoft Azure for public cloud. Similarly, OpenStack 
and Eucalyptus allow private cloud creation, deployment, and management.

3.2.4 Layer 4 (Hardware Resource Layer)

Layer 4 consists of provisions for actual hardware resources. Usually, in the 
case of a public cloud, a data center is used in the back end. Similarly, in a 
private cloud, it can be a data center, which is a huge collection of hardware 
resources interconnected to each other that is present in a specific location or 
a high configuration system. This layer comes under the purview of SLAs. 
This is the most important layer that governs the SLAs. This layer affects the 
SLAs most in the case of data centers. Whenever a user accesses the cloud, it 
should be available to the users as quickly as possible and should be within 
the time that is defined by the SLAs. As mentioned, if there is any discrep-
ancy in provisioning the resources or application, the service provider has 
to pay the penalty. Hence, the data center consists of a high-speed network 
connection and a highly efficient algorithm to transfer the data from the data 
center to the manager. There can be a number of data centers for a cloud, and 
similarly, a number of clouds can share a data center.

Thus, this is the architecture of a cloud. The layering is strict, and for 
any cloud application, this is followed. There can be a little loose isolation 
between layer 3 and layer 4 depending on the way the cloud is deployed.

3.3 Anatomy of the Cloud

Cloud anatomy can be simply defined as the structure of the cloud. Cloud 
anatomy cannot be considered the same as cloud architecture. It may not 
include any dependency on which or over which the technology works, 
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whereas architecture wholly defines and describes the technology over 
which it is working. Architecture is a hierarchical structural view that 
defines the technology as well as the technology over which it is dependent 
or/and the technology that are dependent on it. Thus, anatomy can be con-
sidered as a part of architecture. The basic structure of the cloud is described 
in Figure 3.2, which can be elaborated, and minute structural details can be 
given. Figure 3.2 depicts the most standard anatomy that is the base for the 
cloud. It depends on the person to choose the depth of description of the 
cloud. A different view of anatomy is given by Refs. [1,2].

There are basically five components of the cloud:

 1. Application: The upper layer is the application layer. In this layer, any 
applications are executed.

 2. Platform: This component consists of platforms that are responsible 
for the execution of the application. This platform is between the 
infrastructure and the application.

 3. Infrastructure: The infrastructure consists of resources over which 
the other components work. This provides computational capability 
to the user.

 4. Virtualization: Virtualization is the process of making logical com-
ponents of resources over the existing physical resources. The 
logical components are isolated and independent, which form the 
infrastructure.

 5. Physical hardware: The physical hardware is provided by server and 
storage units.

These components are the basis and are described in detail in further 
chapters.

Application

Platform

Virtualized infrastructure

Virtualization

Server/storage/datacenters

FIGURE 3.2
Cloud structure.
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3.4 Network Connectivity in Cloud Computing

Cloud computing is a technique of resource sharing where servers, storage, 
and other computing infrastructure in multiple locations are connected by 
networks. In the cloud, when an application is submitted for its execution, 
needy and suitable resources are allocated from this collection of resources; 
as these resources are connected via the Internet, the users get their required 
results. For many cloud computing applications, network performance will 
be the key issue to cloud computing performance. Since cloud computing has 
various deployment options, we now consider the important aspects related 
to the cloud deployment models and their accessibility from the viewpoint 
of network connectivity.

3.4.1 Public Cloud Access Networking

In this option, the connectivity is often through the Internet, though some 
cloud providers may be able to support virtual private networks (VPNs) 
for customers. Accessing public cloud services will always create issues 
related to security, which in turn is related to performance. One of the pos-
sible approaches toward the support of security is to promote connectivity 
through encrypted tunnels, so that the information may be sent via secure 
pipes on the Internet. This procedure will be an overhead in the connectiv-
ity, and using it will certainly increase delay and may impact performance.

If we want to reduce the delay without compromising security, then we 
have to select a suitable routing method such as the one reducing the delay 
by minimizing transit hops in the end-to-end connectivity between the cloud 
provider and cloud consumer. Since the end-to-end connectivity support is 
via the Internet, which is a complex federation of interconnected providers 
(known as Internet service providers [ISPs]), one has to look at the options of 
selecting the path.

3.4.2 Private Cloud Access Networking

In the private cloud deployment model, since the cloud is part of an organi-
zational network, the technology and approaches are local to the in-house 
network structure. This may include an Internet VPN or VPN service from a 
network operator. If the application access was properly done with an orga-
nizational network—connectivity in a precloud configuration—transition to 
private cloud computing will not affect the access performance.

3.4.3 Intracloud Networking for Public Cloud Services

Another network connectivity consideration in cloud computing is intra-
cloud networking for public cloud services. Here, the resources of the 
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cloud provider and thus the cloud service to the customer are based on the 
resources that are geographically apart from each other but still connected 
via the Internet. Public cloud computing networks are internal to the ser-
vice provider and thus not visible to the user/customer; however, the secu-
rity aspects of connectivity and the access mechanisms of the resources are 
important. Another issue to look for is the QoS in the connected resources 
worldwide. Most of the performance issues and violations from these are 
addressed in the SLAs commercially.

3.4.4 Private Intracloud Networking

The most complicated issue for networking and connectivity in cloud com-
puting is private intracloud networking. What makes this particular issue so 
complex is that it depends on how much intracloud connectivity is associ-
ated with the applications being executed in this environment. Private intra-
cloud networking is usually supported over connectivity between the major 
data center sites owned by the company. At a minimum, all cloud computing 
implementations will rely on intracloud networking to link users with the 
resource to which their application was assigned. Once the resource link-
age is made, the extent to which intracloud networking is used depends on 
whether the application is componentized based on service-oriented architec-
ture (SOA) or not, among multiple systems. If the principle of SOA is fol-
lowed, then traffic may move between components of the application, as well 
as between the application and the user. The performance of those connec-
tions will then impact cloud computing performance overall. Here too, the 
impact of cloud computing performance is the differences that exist between 
the current application and the network relationships with the application.

There are reasons to consider the networks and connectivity in cloud 
computing with newer approaches as globalization and changing network 
requirements, especially those related to increased Internet usage, are 
demanding more flexibility in the network architectures of today’s enter-
prises. How are these related to us? The answers are discussed later.

3.4.5 New Facets in Private Networks

Conventional private networks have been architected for on-premise applica-
tions and maximum Internet security. Typically, applications such as e-mail, 
file sharing, and enterprise resource planning (ERP) systems are delivered to 
on-premise-based servers at each corporate data center. Increasingly today, 
software vendors are offering Software as a Service (SaaS) as an alternative 
for their software support to the corporate offices, which brings more chal-
lenges in the access and usage mechanisms of software from data center 
servers and in the connectivity of network architectures. The traditional net-
work architecture for these global enterprises was not designed to optimize 
performance for cloud applications, now that many applications including 
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mission-critical applications are transitioning (moving) from on-premise 
based to cloud based, wherein the network availability becomes as mission 
critical as electricity: the business cannot function if it cannot access applica-
tions such as ERP and e-mail.

3.4.6 Path for Internet Traffic

The traditional Internet traffic through a limited set of Internet gateways 
poses performance and availability issues for end users who are using 
cloud-based applications. It can be improved if a more widely distributed 
Internet gateway infrastructure and connectivity are being supported for 
accessing applications, as they will provide lower-latency access to their 
cloud applications. As the volume of traffic to cloud applications grows, the 
percentage of the legacy network’s capacity in terms of traffic to regional 
gateways increases. Applications such as video conferencing would hog 
more bandwidth while mission-critical applications such as ERP will con-
sume less bandwidth, and hence, one has to plan a correct connectivity and 
path between providers and consumers.

3.5 Applications on the Cloud

The power of a computer is realized through the applications. There are 
several types of applications. The first type of applications that was devel-
oped and used was a stand-alone application. A stand-alone application is 
 developed to be run on a single system that does not use network for its func-
tioning. These stand-alone systems use only the machine in which they are 
installed. The functioning of these kinds of systems is totally dependent on 
the resources or features available within the system. These systems do not 
need the data or processing power of other systems; they are self-sustaining. 
But as the time passed, the requirements of the users changed and certain 
applications were required, which could be accessed by other users away 
from the systems. This led to the inception of web application.

The web applications were different from the stand-alone applications 
in many aspects. The main difference was the client server architecture 
that was followed by the web application. Unlike stand-alone applica-
tions, these systems were totally dependent on the network for its work-
ing. Here, there are basically two components, called as the client and the 
server. The server is a high-end machine that consists of the web appli-
cation installed. This web application is accessed from other client sys-
tems. The client can reside anywhere in the network. It can access the web 
application through the Internet. This type of application was very useful, 
and this is extensively used from its inception and now has become an 



35Cloud Computing Architecture and Management

important part of day-to-day life. Though this application is much used, 
there are shortcomings as discussed in the following:

• The web application is not elastic and cannot handle very heavy 
loads, that is, it cannot serve highly varying loads.

• The web application is not multitenant.
• The web application does not provide a quantitative measurement 

of the services that are given to the users, though they can monitor 
the user.

• The web applications are usually in one particular platform.
• The web applications are not provided on a pay-as-you-go basis; 

thus, a particular service is given to the user for permanent or trial 
use and usually the timings of user access cannot be monitored.

• Due to its nonelastic nature, peak load transactions cannot be 
handled.

Primarily to solve the previously mentioned problem, the cloud applications 
were developed. Figure 3.3 depicts the improvements in the applications.

The cloud as mentioned can be classified into three broad access or ser-
vice models, Software as a Service (SaaS), Platform as a Service (PaaS), and 
Infrastructure as a Service (IaaS). Cloud application in general refers to a 
SaaS application.

A cloud application is different from other applications; they have unique 
features. A cloud application usually can be accessed as a web application 
but its properties differ. According to NIST [3], the features that make cloud 
applications unique are described in the following (Figure 3.4 depicts the 
features of a cloud application):

 1. Multitenancy: Multitenancy is one of the important properties 
of cloud that make it different from other types of application in 
which the software can be shared by different users with full 
 independence. Here, independence refers to logical independence. 

Web
applications

Stand-alone
applications

Cloud
applications

FIGURE 3.3
Computer application evolution.
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Each user will have a separate application instance and the changes 
in one application would not affect the other. Physically, the soft-
ware is shared and is not independent. The degree of physical isola-
tion is very less. The logical independence is what is guaranteed. 
There are no restrictions in the number of applications being shared. 
The difficulty in providing logical isolation depends on the physical 
isolation to a certain extent. If an application is physically too close, 
then it becomes difficult to provide multitenancy. Web application 
and cloud application are similar as the users use the same way to 
access both. Figure 3.5 depicts a multitenant application where sev-
eral users share the same application.

 2. Elasticity: Elasticity is also a unique property that enables the cloud 
to serve better. According to Herbst et al. [4], elasticity can be defined 
as the degree to which a system is able to adapt to workload changes 
by provisioning and deprovisioning resources in an autonomic man-
ner such that at each point in time, the available resources match the 
current demand as closely as possible. Elasticity allows the cloud 
providers to efficiently handle the number of users, from one to 

Cloud application features

Multitenancy Elasticity Heterogeneous
cloud platform

Quantitative
measurement

On-demand
service

FIGURE 3.4
Features of cloud.

Application

User 1/tenant 1

User 2/tenant 2

User 3/tenant 3

User 4/tenant 4

FIGURE 3.5
Multitenancy.
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several hundreds of users at a time. In addition to this, it supports 
the rapid fluctuation of loads, that is, the increase or decrease in the 
number of users and their usage can rapidly change.

 3. Heterogeneous cloud platform: The cloud platform supports hetero-
geneity, wherein any type of application can be deployed in the 
cloud. Because of this property, the cloud is flexible for the develop-
ers, which facilitates deployment. The applications that are usually 
deployed can be accessed by the users using a web browser.

 4. Quantitative measurement: The services provided can be quantitatively 
measured. The user is usually offered services based on certain 
charges. Here, the application or resources are given as a utility on a 
pay-per-use basis. Thus, the use can be monitored and measured. Not 
only the services are measureable, but also the link usage and several 
other parameters that support cloud applications can be measured. 
This property of measuring the usage is usually not available in a 
web application and is a unique feature for cloud-based applications.

 5. On-demand service: The cloud applications offer service to the user, 
on demand, that is, whenever the user requires it. The cloud service 
would allow the users to access web applications usually without 
any restrictions on time, duration, and type of device used.

The previously mentioned properties are some of the features that make cloud 
a unique application platform. These properties mentioned are specific to the 
cloud hence making it as one of the few technologies that allows application 
developers to suffice the user’s needs seamlessly without any disruption.

3.6 Managing the Cloud

Cloud management is aimed at efficiently managing the cloud so as to main-
tain the QoS. It is one of the prime jobs to be considered. The whole cloud 
is dependent on the way it is managed. Cloud management can be divided 
into two parts:

 1. Managing the infrastructure of the cloud
 2. Managing the cloud application

3.6.1 Managing the Cloud Infrastructure

The infrastructure of the cloud is considered to be the backbone of the cloud. 
This component is mainly responsible for the QoS factor. If the infrastruc-
ture is not properly managed, then the whole cloud can fail and QoS would 
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be adversely affected. The core of cloud management is resource manage-
ment. Resource management involves several internal tasks such as resource 
scheduling, provisioning, and load balancing. These tasks are mainly man-
aged by the cloud service provider’s core software capabilities such as the 
cloud OS that is responsible for providing services to the cloud and that 
internally controls the cloud. A cloud infrastructure is a very complex sys-
tem that consists of a lot of resources. These resources are usually shared by 
several users.

Poor resource management may lead to several inefficiencies in terms of 
performance, functionality, and cost. If a resource is not efficiently managed, 
the performance of the whole system is affected. Performance is the most 
important aspect of the cloud, because everything in the cloud is depen-
dent on the SLAs and the SLAs can be satisfied only if performance is good. 
Similarly, the basic functionality of the cloud should always be provided and 
considered at any cost. Even if there is a small discrepancy in providing the 
functionality, the whole purpose of maintaining the cloud is futile. A par-
tially functional cloud would not satisfy the SLAs.

Lastly, the reason for which the cloud was developed was cost. The cost 
is a very important criterion as far as the business prospects of the cloud 
are concerned. On the part of the service providers, if they incur less cost 
for managing the cloud, then they would try to reduce the cost so as to get 
a strong user base. Hence, a lot of users would use the services, improving 
their profit margin. Similarly, if the cost of resource management is high, 
then definitely the cost of accessing the resources would be high and there 
is never a lossy business from any organization and so the service provider 
would not bear the cost and hence the users have to pay more. Similarly, this 
would prove costly for service providers as they have a high chance of losing 
a wide user base, leading to only a marginal growth in the industry. And, 
competing with its industry rivals would become a big issue. Hence, efficient 
management with less cost is required.

At a higher level, other than these three issues, there are few more issues 
that depend on resource management. These are power consumption and 
optimization of multiple objectives to further reduce the cost. To accomplish 
these tasks, there are several approaches followed, namely, consolidation of 
server and storage workloads. Consolidation would reduce the energy con-
sumption and in some cases would increase the performance of the cloud. 
According to Margaret Rouse [5], server consolidation by definition is an 
approach to the efficient usage of computer server resources in order to 
reduce the total number of servers or server locations that an organization 
requires.

The previously discussed prospects are mostly suitable for IaaS. 
Similarly, there are different management methods that are followed for 
different types of service delivery models. Each of the type has its own 
way of management. All the management methodologies are based on 
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load fluctuation. Load fluctuation is the point where the workload of the 
system changes continuously. This is one of the important criteria and 
issues that should be considered for cloud applications. Load fluctuation 
can be divided into two types: predictable and unpredictable. Predictable 
load fluctuations are easy to handle. The cloud can be preconfigured for 
handling such kind of fluctuations. Whereas unpredictable load fluctu-
ations are difficult to handle, ironically this is one of the reasons why 
cloud is preferred by several users.

This is as far as cloud management is concerned. Cloud governance is 
another topic that is closely related to cloud management. Cloud governance 
is different from cloud management. Governance in general is a term in the 
corporate world that generally involves the process of creating value to an 
organization by creating strategic objectives that will lead to the growth of 
the company and would maintain a certain level of control over the com-
pany. Similar to that, here cloud organization is involved.

There are several aspects of cloud governance out of which SLAs are one 
of the important aspects. SLAs are the set of rules that are defined between 
the user and cloud service provider that decide upon the QoS factor. If SLAs 
are not followed, then the defaulter has to pay the penalty. The whole cloud 
is governed by keeping these SLAs in mind. Cloud governance is discussed 
in detail in further chapters.

3.6.2 Managing the Cloud Application

Business companies are increasingly looking to move or build their corpo-
rate applications on cloud platforms to improve agility or to meet dynamic 
requirements that exist in the globalization of businesses and responsive-
ness to market demands. But, this shift or moving the applications to the 
cloud environment brings new complexities. Applications become more 
composite and complex, which requires leveraging not only capabilities like 
storage and database offered by the cloud providers but also third-party 
SaaS capabilities like e-mail and messaging. So, understanding the avail-
ability of an application requires inspecting the infrastructure, the services it 
consumes, and the upkeep of the application. The composite nature of cloud 
applications requires visibility into all the services to determine the overall 
availability and uptime.

Cloud application management is to address these issues and propose 
solutions to make it possible to have insight into the application that 
runs in the cloud, as well as implement or enforce enterprise policies 
like governance and auditing and environment management while the 
application is deployed in the cloud. These cloud-based monitoring and 
management services can collect a multitude of events, analyze them, and 
identify critical information that requires additional remedial actions 
like adjusting capacity or provisioning new services. Additionally, 
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application management has to be supported with tools and processes 
required for managing other environments that might coexist, enabling 
efficient operations.

3.7 Migrating Application to Cloud

Cloud migration encompasses moving one or more enterprise applications 
and their IT environments from the traditional hosting type to the cloud 
environment, either public, private, or hybrid. Cloud migration presents 
an opportunity to significantly reduce costs incurred on applications. This 
activity comprises, of different phases like evaluation, migration strategy, 
prototyping, provisioning, and testing.

3.7.1 Phases of Cloud Migration

 1. Evaluation: Evaluation is carried out for all the components like 
current infrastructure and application architecture, environment 
in terms of compute, storage, monitoring, and management, SLAs, 
operational processes, financial considerations, risk, security, com-
pliance, and licensing needs are identified to build a business case 
for moving to the cloud.

 2. Migration strategy: Based on the evaluation, a migration strategy is 
drawn—a hotplug strategy is used where the applications and their 
data and interface dependencies are isolated and these applications can 
be operationalized all at once. A fusion strategy is used where the appli-
cations can be partially migrated; but for a portion of it, there are depen-
dencies based on existing licenses, specialized server requirements like 
mainframes, or extensive interconnections with other applications.

 3. Prototyping: Migration activity is preceded by a prototyping activity 
to validate and ensure that a small portion of the applications are 
tested on the cloud environment with test data setup.

 4. Provisioning: Premigration optimizations identified are implemented. 
Cloud servers are provisioned for all the identified environments, 
necessary platform softwares and applications are deployed, config-
urations are tuned to match the new environment sizing, and data-
bases and files are replicated. All internal and external integration 
points are properly configured. Web services, batch jobs, and opera-
tion and management software are set up in the new environments.

 5. Testing: Postmigration tests are conducted to ensure that migration 
has been successful. Performance and load testing, failure and recov-
ery testing, and scale-out testing are conducted against the expected 
traffic load and resource utilization levels.
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3.7.2 Approaches for Cloud Migration

The following are the four broad approaches for cloud migration that have 
been adopted effectively by vendors:

 1. Migrate existing applications: Rebuild or rearchitect some or all the 
applications, taking advantage of some of the virtualization technol-
ogies around to accelerate the work. But, it requires top engineers to 
develop new functionality. This can be achieved over the course of 
several releases with the timing determined by customer demand.

 2. Start from scratch: Rather than cannibalize sales, confuse customers 
with choice, and tie up engineers trying to rebuild existing applica-
tion, it may be easier to start again. Many of the R&D decisions will 
be different now, and with some of the more sophisticated develop-
ment environments, one can achieve more even with a small focused 
working team.

 3. Separate company: One may want to create a whole new company 
with separate brand, management, R&D, and sales. The investment 
and internet protocol (IP) may come from the existing company, but 
many of the conflicts disappear once a new born in the cloud company 
is established. The separate company may even be a subsidiary of 
the existing company. What is important is that the new company 
can act, operate, and behave like a cloud-based start-up.

 4. Buy an existing cloud vendor: For a large established vendor, buying 
a cloud-based competitor achieves two things. Firstly, it removes a 
competitor, and secondly, it enables the vendor to hit the ground 
running in the cloud space. The risk of course is that the innova-
tion, drive, and operational approach of the cloud-based company 
are destroyed as it is merged into the larger acquirer.

3.8 Summary

Cloud computing has several concepts that must be understood before start-
ing off with the details about the cloud, which include one of the important 
concepts of cloud architecture. It consists of a basic hierarchical structure with 
dependencies of components specified. Similarly, anatomy is also important 
as it describes the basic structure about the cloud, though it does not consider 
any dependency as in architecture. Further, the cloud network connectiv-
ity that forms the core of the cloud model is important. The network is the 
base using which the cloud works. Similarly, cloud management is one of 
the important concepts that describe the way in which the cloud is managed, 
and it has two components: infrastructure management and application 
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management. Both are important as both affect the QoS. Finally, an applica-
tion should be successfully migrated to a cloud. An application will radiate 
its complete properties as a cloud only when it has perfectly migrated.

Review Points

• Cloud architecture: Cloud architecture consists of a hierarchical set of 
components that collectively describe the way the cloud works. It is 
a view of a system (see Section 3.4).

• Cloud anatomy: Cloud anatomy is the basic structure of the cloud (see 
Section 3.5).

• SLA: SLAs are a set of agreements that are signed between the user 
and service providers (see Section 3.8.1).

• Elasticity: Elasticity can be defined as the degree to which a system 
is able to adapt to the workload changes by provisioning and depro-
visioning resources in an autonomic manner, such that at each point 
in time, the available resources match the current demand as closely 
as possible (see Section 3.7).

• Multitenancy: Multitenancy is a property of the cloud by which the 
software can be shared by different users with full independence 
(see Section 3.7).

• Stand-alone application: A stand-alone application is developed to be 
run on a single system that does not use a network for its  functioning 
(see Section 3.7).

• Server consolidation: Server consolidation by definition is an approach 
to the efficient usage of computer server resources in order to reduce 
the total number of servers or server locations that an organization 
requires (see Section 3.8.1).

Review Questions

 1. What is server consolidation?
 2. How is cloud anatomy different from cloud architecture?
 3. What are the unique properties of cloud applications?
 4. What are the two different management classifications?
 5. Why are SLAs important?
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 6. Describe several approaches of cloud migration.
 7. What is public cloud access networking?
 8. List the phases of cloud migration.
 9. What are the drawbacks of a web application?
 10. What is elasticity?
 11. Explain the pay-as-you-go paradigm.
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4
Cloud Deployment Models

Learning Objectives

The objectives of this book chapter are to

• Introduce the readers to cloud deployment models
• Describe the cloud deployments in detail
• Analyze the advantages and disadvantages of each deployed models
• Discuss the problems related to each deployment model
• Elaborate the deployments models based on properties like SLA and 

security

Preamble

This chapter broadly discusses the deployment models available in the 
cloud which are one of the most important concepts related to cloud 
computing. The deployment models are the different ways in which the 
cloud computing environment can be set up, that is, the several ways in 
which the cloud can be deployed. It is important to have an idea about the 
deployment models because setting up a cloud is the most basic require-
ment prior to starting any further study about cloud computing. Cloud 
computing is business oriented, and the popularity of the cloud is cred-
ited to its market-oriented nature. In the business perspective, making 
the correct decision regarding the deployment model is very important. 
A model should be selected based on the needs, requirements, budget, and 
security. A wrong decision in the deployment model may affect the orga-
nization heavily. Hence, it is very important to know about deployment 
models. There are many users of the cloud, and each user has different 
needs. One deployment model will not suite all the cloud users. Based on 
the cloud setup, the properties of the cloud change. There are four types of 
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deployment models available in the cloud, namely, private, public, commu-
nity, and hybrid. Each and every type has its own advantages and disad-
vantages as discussed in the succeeding sections.

4.1 Introduction

Deployment models can be defined as the different ways in which the cloud 
can be deployed. These models are fully user centric, that is, these depend 
on users’ requirement and convenience. A user selects a model based on his 
or her requirement and needs. Basically, there are four types of deployment 
models in the cloud:

 1.  Private cloud
 2.  Public cloud
 3.  Community cloud
 4.  Hybrid cloud

The classification of the cloud is based on several parameters such as the size 
of the cloud (number of resources), type of service provider, location, type 
of users, security, and other issues. The smallest in size is the private cloud 
(Figure 4.1).

The private cloud is the most basic deployment model that can be deployed 
by a single organization for its personal use. It is not shared by other organi-
zations, and it is not allowed for public use. The private cloud is to serve the 
people of an organization. It is usually on premise but can be outsourced also. 
The next one is the community cloud, which is an extension of the private 
cloud. Here, the cloud is the same as the private cloud but is shared by sev-
eral organizations. The community cloud is established for a common cause. 

Private cloud Public cloud

Cloud

Community
cloud

Hybrid
cloud

FIGURE 4.1
Cloud deployment models.
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The cause can be anything, but usually it leads to mutual benefits among 
the participating organizations. The next is the public cloud, which is the 
opposite of the private cloud. This cloud allows access from any place in 
the world and is open to the public. This cloud is biggest in size among all 
other deployment models. The public cloud model is one of the most popu-
lar deployment models. The public cloud service provider charges the users 
on an hourly basis and serve the users according to the service-level agree-
ments (SLAs), which are discussed in the succeeding sections. The next one 
is the hybrid cloud, which is a combination of other deployments. Usually, it 
consists of the private and public clouds combined. Several properties of the 
private cloud are used with the properties of the public cloud. This cloud is 
one of the upcoming cloud models growing in the industry.

All four types of cloud deployments are discussed in detail in subsequent 
sections.

4.2 Private Cloud

In this section, the private cloud deployment model is discussed. According 
to the National Institute of Standards and Technology (NIST), private cloud 
can be defined as the cloud infrastructure that is provisioned for exclusive 
use by a single organization comprising multiple consumers (e.g., business 
units). It may be owned, managed, and operated by the organization, a third 
party, or some combination of them, and it may exist on or off premises [1].

The private cloud in simple terms is the cloud environment created for 
a single organization. It is usually private to the organization but can be 
managed by the organization or any other third party. Private cloud can be 
deployed using Opensource tools such as Openstack [2], Eucalyptus [3].

The private cloud is small in size as compared to other cloud models. Here, 
the cloud is deployed and maintained by the organizations itself.

4.2.1 Characteristics

Certain characteristics of the private cloud are as follows:

 1. Secure: The private cloud is secure. This is because usually the pri-
vate cloud is deployed and managed by the organization itself, and 
hence there is least chance of data being leaked out of the cloud. 
In the case of outsourced cloud, the service provider may view the 
cloud (though governed by SLAs), but there is no other risk from 
anybody else as all the users belong to the same organization.

 2. Central control: The organization mostly has full control over the 
cloud as usually the private cloud is managed by the organization 
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itself. Thus, when managed by the organization itself, there is no 
need for the organization to rely on anybody.

 3. Weak SLAs: Formal SLAs may or may not exist in a private cloud. 
But if they exist they are weak as it is between the organization and 
the users of the same organization. Thus, high availability and good 
service may or may not be available. This depends on the organiza-
tion that is controlling the cloud.

4.2.2 Suitability

Suitability refers to the instances where this cloud model can be used. It also 
signifies the most suitable conditions and environment where this cloud 
model can be used, such as the following:

• The organizations or enterprises that require a separate cloud for 
their personal or official use.

• The organizations or enterprises that have a sufficient amount of 
funds as managing and maintaining a cloud is a costly affair.

• The organizations or enterprises that consider data security to be 
important.

• The organizations that want autonomy and complete control over 
the cloud.

• The organizations that have a less number of users.
• The organizations that have prebuilt infrastructure for deploying 

the cloud and are ready for timely maintenance of the cloud for effi-
cient functioning.

• Special care needs to be taken and resources should be available for 
troubleshooting.

The private cloud platform is not suitable for the following:

• The organizations that have high user base
• The organizations that have financial constraints
• The organizations that do not have prebuilt infrastructure
• The organizations that do not have sufficient manpower to maintain 

and manage the cloud

According to NIST [4], the private cloud can be classified into several types 
based on their location and management:

• On-premise private cloud
• Outsourced private cloud
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4.2.3 On-Premise Private Cloud

On-premise private cloud is a typical private cloud that is managed by a 
single organization. Here, the cloud is deployed in organizational premises 
and is connected to the organizational network. Figure 4.2 describes a pri-
vate cloud (on premise).

4.2.3.1 Issues

There are several issues associated with private clouds as discussed in the 
following:

 1. SLA: SLA plays a very important role in any cloud service deployment 
model. For any cloud to operate, there must be certain agreements 
between the user and the service provider. The service provider will 
agree upon certain terms and conditions regarding the service deliv-
ery. These terms and conditions need to be strictly followed; if not, 
there will be a penalty on the part of the defaulting party. If the ser-
vice provider fails to provide services as per the SLA, then he has to 
pay a penalty to the user; this penalty can be in any form, which is 
termed according to the SLA. These SLAs have different effects on 
different cloud delivery models. Here in the private cloud, the SLAs 
are defined between an organization and its users, that is, mostly 
employees. Usually, these users have broader access rights than the 
general public cloud users. Similarly in the service provider’s side, the 
service providers are able to efficiently provide the service because of 
the small user base and mostly efficient network.

 2. Network: The cloud is totally dependent on the network that is laid out. 
The network usually consists of a high bandwidth and has a low latency. 

Private organization

User 1 User 2 User 3

Cloud

FIGURE 4.2
On-premise private cloud.
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This is because the connection is only inside the organization. Network 
management is easier in this case, and resolving a network issue 
is easier.

 3. Performance: The performance of a cloud delivery model primarily 
depends on the network and resources. Since here the networks are 
managed internally, the performance can be controlled by the net-
work management team, and mostly this would have good perfor-
mance as the number of resources is low.

 4. Security and data privacy: Security and data privacy, though a prob-
lem with every type of service model, affect the private cloud the 
least. As the data of the users are solely managed by the company 
and most of the data would be related to the organization or com-
pany, here there is a lesser chance that the data will be leaked to people 
outside as there are no users outside the organization. Hence, com-
paratively, the private cloud is more resistant to attacks than any 
other cloud type purely because of the type of users and local area 
network. But, security breaches are possible if an internal user mis-
uses the privileges.

 5. Location: The private cloud does not have any problems related to 
the location of data being stored. In a private cloud, the data are 
internal and are usually stored in the same geographical location 
where the cloud users, that is, organization, are present (on-premise 
cloud). If a company has several physical locations, then the cloud 
is distributed over several places. In this case, there is a possibil-
ity that cloud resources have to be accessed using the Internet (by 
establishing a virtual private network [VPN] or without a VPN).

 6. Cloud management: Cloud management is a broad area where the 
entire cloud-related tasks are managed in order to provide seam-
less services to the customers. This involves several tasks such as 
resource scheduling, resource provisioning, and resource manage-
ment. The number of users, the network size, and the amount of 
resources are some of the important parameters that affect the man-
agement of the cloud. Here, the network is small, and the numbers 
of users and the amount of resources are less.

 7. Multitenancy: The cloud basically has a multitenant architecture. 
As multitenant architecture supports multiple tenants with the same 
physical or software resource, there is a chance of unwanted access 
of data, and it will have less effect in the private cloud as all the 
issues will be intraorganizational.

 8. Maintenance: The cloud is maintained by the organization where the 
cloud is deployed. The defective resources (drives and processors) 
are replaced with the good resources. The number of resources is 
less in the private cloud, so maintenance is comparatively easier.
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4.2.4 Outsourced Private Cloud

The outsourced private cloud has a cloud outsourced to a third party. 
A third party manages the whole cloud. Everything is same as usual private 
cloud except that here the cloud is outsourced. There are several advantages 
and disadvantages of outsourcing the cloud. The following are the proper-
ties that have a significant change due to the outsourced nature of the cloud. 
All the other aspects are same as on-site private cloud. Figure 4.3 depicts an 
outsourced private cloud.

4.2.4.1 Issues

The issues that are specific to outsourced private cloud are discussed in the 
following:

 1. SLA: The SLA is between the third party and the outsourcing orga-
nization. Here, the whole cloud is managed by the third party that 
will be usually not available on premise. The SLAs are usually fol-
lowed strictly as it is a third-party organization.

 2. Network: The cloud is fully deployed at the third-party site. The 
cloud’s internal network is managed by a third party, and the orga-
nizations connect to the third party by means of either a dedicated 
connection or through the Internet. The internal network of the 
organization is managed by the organization, and it does not come 
under the purview of the SLA.

 3. Security and privacy: Security and privacy need to be considered 
when the cloud is outsourced. Here, the cloud is less secure than the 
on-site private cloud. The privacy and security of the data mainly 
depend on the hosting third party as they have the control of the 

User 1 User 2
Private organization

User 3

Cloud

FIGURE 4.3
Outsourced private cloud.
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cloud. But, basically the security threat is from the third party and 
the internal employee.

 4. Laws and conflicts: If this cloud is deployed outside the country, then 
the security laws pertaining to that will apply upon the data and the 
data are still not fully safe. Usually, private clouds are not deployed 
outside, but if the off-site location is outside the country’s boundary, 
then several problems may arise.

 5. Location: The private cloud is usually located off site here. When 
there is a change of location, the data need to be transmitted through 
long distances. In few cases, it might be out of the country, which 
will lead to certain issues regarding the data and its transfer.

 6. Performance: The performance of the cloud depends on the third 
party that is outsourcing the cloud.

 7. Maintenance: The cloud is maintained by a third-party organization 
where the cloud is deployed. As mentioned, the defective resources 
(drives and processors) are replaced with the good resources. Here, 
again the process is less complex compared to the public cloud. The 
cost of maintenance is a big issue. If an organization owns a cloud, 
then the cost related to the cloud needs to be borne by the organiza-
tion and this is usually high.

The deployment of the private cloud into a medium-sized (configuration) 
machine has now become an easier task. To experience a real cloud, the pri-
vate cloud can be used. The minimum configuration varies for each type of 
platforms, but in general, a machine with an 8 GB RAM, 250 GB hard disk, 
and at least an i7 processor will allow the user to install a private cloud in 
it. Further, this private (Infrastructure-as-a-Service [IaaS]) cloud can be used 
to create a virtual machine, and then a user can test these virtual machines. 
Based on the configuration, the efficiency of the cloud varies. This deploy-
ment may not offer a full-fledged private cloud for several users but can be 
very useful to understand the working of a private cloud.

There are several advantages and disadvantages of a private cloud.

4.2.5 Advantages

• The cloud is small in size and is easy to maintain.
• It provides a high level of security and privacy to the user.
• It is controlled by the organization.

4.2.6 Disadvantages

• For the private cloud, budget is a constraint.
• The private clouds have loose SLAs.
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4.3 Public Cloud

According to NIST, the public cloud is the cloud infrastructure that is provi-
sioned for open use by the general public. It may be owned, managed, and 
operated by a business, academic, or government organization, or some com-
bination of them [1]. It exists on the premises of the cloud provider.

The typical public cloud is depicted in Figure 4.4. Public cloud consists of 
users from all over the world. A user can simply purchase resources on an 
hourly basis and work with the resources. There is no need of any prebuilt 
infrastructure for using the public cloud. These resources are available in the 
cloud provider’s premises. Usually, cloud providers accept all the requests, 
nd hence, the resources in the service providers’ end are considered infinite 
in one aspect. Some of the well-known examples of the public cloud are 
Amazon AWS [5], Microsoft Azure [6], etc.

4.3.1 Characteristics

 1. Highly scalable: The public cloud is highly scalable. The resources in 
the public cloud are large in number and the service providers make 
sure that all the requests are granted. Hence, the public cloud is con-
sidered to be scalable.

 2. Affordable: The public cloud is offered to the public on a pay-as-you-
go basis; hence, the user has to pay only for what he or she is using 
(usually on a per-hour basis). And, this does not involve any cost 
related to the deployment.

Public cloud

Cloud

FIGURE 4.4
Public cloud.
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 3. Less secure: The public cloud is less secure out of all the four deploy-
ment models. This is because the public cloud is offered by a third 
party and they have full control over the cloud. Though the SLAs 
ensure privacy, still there is a high risk of data being leaked.

 4. Highly available: The public cloud is highly available because any-
body from any part of the world can access the public cloud with 
proper permission, and this is not possible in other models as geo-
graphical or other access restrictions might be there.

 5. Stringent SLAs: SLA is very stringent in the case of the public cloud. 
As the service provider’s business reputation and customer strength 
are totally dependent on the cloud services, they follow the SLA 
strictly and violations are avoided. These SLAs are very competitive.

4.3.2 Suitability

There are several occasions and environments where the public cloud is suit-
able. Thus, the suitability of the public cloud is described. The public cloud 
can be used whenever the following applies:

• The requirement for resources is large, that is, there is large user base.
• The requirement for resources is varying.
• There is no physical infrastructure available.
• An organization has financial constraints.

The public cloud is not suitable, where the following applies:

• Security is very important.
• Organization expects autonomy.
• Third-party reliability is not preferred.

4.3.3 Issues

Several issues pertaining to the public cloud are as follows:

 1. SLA: Unlike the private cloud, here the number of users is more and 
so are the numbers of service agreements. The service provider is 
answerable to all the users. The users here are diverse. The SLA 
will cover all the users from all parts of the world. The service pro-
vider has to guarantee all the users a fair share without any priority. 
Having the same SLA for all users is what is usually expected, but 
it depends on the service provider to have the same SLA for all the 
users irrespective of the place they are.

 2. Network: The network plays a major role in the public cloud. Each 
and every user getting the services of the cloud gets it through 
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the  Internet. The services are accessed through the Internet by all 
the users, and hence, the service delivery wholly depends on the net-
work. Unlike the private cloud where the organization takes respon-
sibility for the network, here the service provider is not responsible 
for the network. The service provider is responsible for providing 
proper service to the customer, and once the services are given from 
the service provider, it goes on in transit to the user. The user will 
be charged for even if he or she has problem due to the network. 
The network usually consists of a high bandwidth and has a low 
latency. This is because the connection is only inside the organiza-
tion. Network management is easier in this case.

 3. Performance: As mentioned, the performance of a cloud delivery 
model primarily depends on the network and the resources. The 
service provider has to adequately manage the resources and the 
network. As the number of users increases, it is a challenging task 
for the service providers to give good performance.

 4. Multitenancy: The resources are shared, that is, multiple users share 
the resources, hence the term multitenant. Due to this property, 
there is a high risk of data being leaked or a possible unprivileged 
access.

 5. Location: The location of the public cloud is an issue. As the public 
cloud is fragmented and is located in different regions, the access 
to these clouds involves a lot of data transfers through the Internet. 
There are several issues related to the location. For example, a user 
from India might be using the public cloud and he might have to 
access his personal resources from other countries. This is not good 
as the data are being stored in some other country.

 6. Security and data privacy: Security and data privacy are the biggest 
challenges in the public cloud. As data are stored in different places 
around the globe, data security is a very big issue. A user storing the 
data outside his or her country has a risk of the data being viewed by 
other people as that does not come under the jurisdiction of the user’s 
country. Though this might not always be true, but it may happen.

 7. Laws and conflicts: The data are stored in different places of the world 
in different countries. Hence, data centers are bound to laws of the 
country in which they are located. This creates many conflicts and 
problems for the service providers and the users.

 8. Cloud management: Here, the number of users is more, and so the 
management is difficult. The jobs here are time critical, and as the 
number of users increases, it becomes more difficult. Inefficient 
management of resources will lead to resource shortage, and user 
service might be affected. It has a direct impact on SLA and may 
cause SLA violation.



56 Essentials of Cloud Computing

 9. Maintenance: Maintaining the whole cloud is another task. This 
involves continuous check of the resources, network, and other such 
parameters for long-lasting efficient delivery of the service. The 
resource provider has to continuously change the resource compo-
nents from time to time. The task of maintenance is very crucial in the 
public cloud. The good the cloud is maintained, the better is the qual-
ity of service. Here, the cloud data center is where the maintenance 
happens; continuously, the disks are replaced from time to time.

The issues discussed earlier will help to understand the public cloud. Before 
using the public cloud, one has to choose a cloud service provider. One can 
choose the public cloud based on certain parameters like SLA violations, 
security, and cost of resources. Thus, a cloud’s quality is determined by the 
SLA violation it does. The less the SLA violation it does, the better the cloud 
is. This is one way of selecting the public cloud; another way is by cost. If the 
job for which the resources are used is not time sensitive, then the service 
provider who offers the least cost is selected.

There following are several advantages and disadvantages of public clouds.

4.3.4 Advantages

• There is no need of establishing infrastructure for setting up a cloud.
• There is no need for maintaining the cloud.
• They are comparatively less costly than other cloud models.
• Strict SLAs are followed.
• There is no limit for the number of users.
• The public cloud is highly scalable.

4.3.5 Disadvantages

• Security is an issue.
• Privacy and organizational autonomy are not possible.

4.4 Community Cloud

According to NIST, the community cloud is the cloud infrastructure that is 
provisioned for exclusive use by a specific community of consumers from 
organizations that have shared concerns (e.g., mission, security requirements, 
policy, and compliance considerations). It may be owned, managed, and oper-
ated by one or more of the organizations in the community, a third party, 
or some combination of them, and it may exist on or off premises [1]. It is a 
further extension of the private cloud. Here, a private cloud is shared between 
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several organizations. Either the organizations or a single organization may 
collectively maintain the cloud.

The main advantage of the public cloud is that the organizations are able 
to share the resources among themselves based on specific concerns. Thus, 
here the organizations are able to extract the power of the cloud, which is 
much bigger than the private cloud, and at the same time, they are able to 
use it at a usually less cost. The community is formed based on any common 
cause, but eventually, all the members of the community are benefitted.

This model is very suitable for organizations that cannot afford a private 
cloud and cannot rely on the public cloud either. Figure 4.5 describes the 
community cloud.

4.4.1 Characteristics

 1. Collaborative and distributive maintenance: The community cloud is 
wholly collaborative, and usually no single party has full control 
over the whole cloud (in some cases, it may be controlled by one 
party). This is usually distributive, and hence, better cooperation 
gives better results. Even though it may be outsourced, collaboration 
based on purpose always proves to be beneficial.

 2. Partially secure: Partially secure refers to the property of the com-
munity cloud where few organizations share the cloud, so there is 
a possibility that the data can be leaked from one organization to 
another, though it is safe from the outside world.

User 2

User 3
User 3User 1 User 1

Private organization Private organization

User 2

Cloud

FIGURE 4.5
Community cloud.
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 3. Cost effective: The community cloud is cost effective as the whole 
cloud is being shared by several organizations or a community. 
Usually, not only cost but every other sharable responsibilities are 
also shared or divided among the groups.

4.4.2 Suitability

This kind of cloud is suitable for organizations that

• Want to establish a private cloud but have financial constraint
• Do not want to complete maintenance responsibility of the cloud
• Want to establish the cloud in order to collaborate with other clouds
• Want to have a collaborative cloud with more security features than 

the public cloud

This cloud is not suitable for organizations that

• Prefer autonomy and control over the cloud
• Does not want to collaborate with other organizations

There are two types of community cloud deployments:

 1.  On-premise community cloud
 2.  Outsourced community cloud

4.4.3 On-Premise Community Cloud

On-premise community cloud consists of the cloud deployed within the 
premises and is maintained by the organizations themselves.

4.4.3.1 Issues

The issues related to on-site community cloud are as follows:

 1. SLA: Here, SLA is a little more stringent than the private cloud but is 
less stringent than the public cloud. As more than one organization 
is involved, SLA has to be there to have a fair play among the users 
of the cloud and among the organizations themselves.

 2. Network: The private cloud can be there in any location as this 
cloud is being shared by more than one organization. Here, each 
organization will have a separate network, and they will connect 
to the cloud. It is the responsibility of each organization to take 
care of their own network. The service provider is not responsible 
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for the network issues in the organization. The network is not 
big and complex as in the public cloud.

 3. Performance: In this type of deployment, more than one organiza-
tion coordinate together and provide the cloud service. Thus, it is 
on the maintenance and management team that the performance 
depends.

 4. Multitenancy: There is a moderate risk due to multitenancy. As this 
cloud is meant for several organizations, the unprivileged access 
into interorganizational data may lead to several problems.

 5. Location: The location of the cloud is very important in this case. 
Usually, the cloud is deployed at any one of the organizations or is 
maintained off site by any third party. In either case, the organiza-
tions have to access the cloud from another location.

 6. Security and privacy: Security and privacy are issues in the commu-
nity cloud since several organizations are involved in it. The privacy 
between the organizations needs to be maintained. As the data are 
collectively stored, the situation is more like that of a public cloud 
with less users. The organizations should have complete trust on 
the service provider, and as all other cloud models, this becomes the 
bottleneck.

 7. Laws and conflicts: This applies if organizations are located in differ-
ent countries. If the organizations are located in the same country, 
then there is no issue, but if these organizations are located else-
where, that is, in different countries, then they have to abide by the 
rules of the country in which the cloud infrastructure is present, 
thus making the process a bit more complex.

 8. Cloud management: Cloud management is done by the service 
provider, here in this case by the organizations collectively. The 
organizations will have a management team specifically for this 
cloud and that is responsible for all the cloud management–related 
operations.

 9. Cloud maintenance: Cloud maintenance is done by the organizations 
collectively. The maintenance team collectively maintains all the 
resources. It is responsible for continuous replacement of resources. 
In the community cloud, the number of resources is less than the 
public cloud but usually more than the private cloud.

4.4.4 Outsourced Community Cloud

In the outsourced community cloud, the cloud is outsourced to a third 
party. The third party is responsible for maintenance and management of 
the cloud.
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4.4.4.1 Issues

The following are some aspects in the community cloud that changed 
because of the outsourced nature of the community cloud:

 1. SLA: The SLA is between the group of organizations and the service 
provider. The SLA here is stringent as it involves a third party. The 
SLA here is aimed at a fair share of resources among the organiza-
tions. The service provider is not responsible for the technical prob-
lems within the organization.

 2. Network: The issues related to the network are same as the on-site 
community cloud, but here the service provider is outsourced and 
hence organizations are responsible for their own network and the 
service provider is responsible for the cloud network.

 3. Performance: The performance totally depends on the outsourced 
service provider. The service provider is responsible for efficient ser-
vices, except for the network issue in the client side.

 4. Security and privacy: As discussed earlier, there are security and pri-
vacy issues as several organizations are involved in it, but in addition 
to that, the involvement of a third party as a service provider will 
create much more issues as the organizations have to completely rely 
on the third party.

 5. Laws and conflicts: In addition to the issues related to laws due to orga-
nizations’ location, there is a major issue associated with the location 
of the cloud service provider. If the service provider is outside the 
country, then there is conflict related to data laws in that country.

 6. Cloud management and maintenance: Cloud management and mainte-
nance are done by the service provider. The complexity of managing 
and maintenance increases with the number of organizations in the 
community. But, this is less complex than the public cloud.

 7. The community cloud as said is an extension of the private cloud. 
The issues discussed earlier would be more or less the same as the 
issues related to the private cloud with a very few differences. The 
community cloud would prove to be successful if a group of organi-
zations work cooperatively.

The following describes the several advantages and disadvantages of the 
community cloud.

4.4.5 Advantages

• It allows establishing a low-cost private cloud.
• It allows collaborative work on the cloud.
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• It allows sharing of responsibilities among the organization.
• It has better security than the public cloud.

4.4.6 Disadvantages

• Autonomy of an organization is lost.
• Security features are not as good as the private cloud.
• It is not suitable if there is no collaboration.

4.5 Hybrid Cloud

According to NIST, the hybrid cloud can be defined as the cloud infrastruc-
ture that is a composition of two or more distinct cloud infrastructures 
(private, community, or public) that remain unique entities but are bound 
together by standardized or proprietary technology that enables data and 
application portability [1].

The hybrid cloud usually is a combination of both public and private clouds. 
This is aimed at combining the advantages of private and public clouds. The 
usual method of using the hybrid cloud is to have a private cloud initially, and 
then for additional resources, the public cloud is used. There are several advan-
tages of the hybrid cloud. The hybrid cloud can be regarded as a private cloud 
extended to the public cloud. This aims at utilizing the power of the public cloud 
by retaining the properties of the private cloud. One of the popular examples for 
the hybrid cloud is Eucalyptus [7]. Eucalyptus was initially designed for the pri-
vate cloud and is basically a private cloud, but now it also supports hybrid cloud. 
Figure 4.6 shows the hybrid cloud. The hybrid cloud can be further extended 
into a vast area of federated clouds that is discussed in subsequent chapters.

Private cloud
(internal)

Public cloud
(external)

Cloud

FIGURE 4.6
Hybrid cloud.
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4.5.1 Characteristics

 1. Scalable: The hybrid cloud is a combination of one or more deployment 
models. Usually, the private with public cloud gives hybrid cloud. 
The main reason of having a hybrid cloud is to use the  property of 
a public cloud with a private cloud environment. The public cloud 
is used whenever needed; hence, as the public cloud is scalable, the 
hybrid cloud with the help of its public counterpart is also scalable.

 2. Partially secure: The hybrid cloud usually is a combination of public and 
private. The private cloud is considered to be secured, but as the hybrid 
cloud also uses the public cloud, there is high risk of security breach. 
Thus, it cannot be fully termed as secure but as partially secure.

 3. Stringent SLAs: As the hybrid cloud involved a public cloud intervention, 
the SLAs are stringent and might as per the public cloud service pro-
vider. But overall, the SLAs are more stringent than the private cloud.

 4. Complex cloud management: Cloud management is complex and is a 
difficult task in the hybrid cloud as it involves more than one type of 
deployment models and also the numbers of users are high.

4.5.2 Suitability

The hybrid cloud environment is suitable for

• Organizations that want the private cloud environment with the 
scalability of the public cloud

• Organizations that require more security than the public cloud

The hybrid cloud is not suitable for

• Organizations that consider security as a prime objective
• Organizations that will not be able to handle hybrid cloud 

management

4.5.3 Issues

The cloud can be analyzed in the following aspects:

 1. SLA: SLA is one of the important aspects of the hybrid cloud as both 
private and public are involved. There is a right combination of SLAs 
between the clouds. The private cloud does not have stringent agree-
ments, whereas the public cloud has certain strict rules to be covered. 
The SLAs to be covered under each purview are clearly defined, and 
it wholly depends on the service provider (private cloud) to provide 
efficient services to the customers.
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 2. Network: The network is usually a private network, and whenever 
there is a necessity, the public cloud is used through the Internet. 
Unlike the public cloud, here there is a private network also. Thus, a 
considerable amount of effort is required to maintain the network. 
The organization takes the responsibility from the network.

 3. Performance: The hybrid cloud is a special type of cloud in which the 
private environment is maintained with access to the public cloud 
whenever required. Thus, here again a feel of an infinite resource is 
restored. The cloud provider (private cloud) is responsible for pro-
viding the cloud.

 4. Multitenancy: Multitenancy is an issue in the hybrid cloud as it 
involves the public cloud in addition to the private cloud. Thus, this 
property can be misused and the breaches will have adverse affects 
as some parts of the cloud go public.

 5. Location: Like a private cloud, the location of these clouds can be on 
premise or off premise and they can be outsourced. They will have 
all the issues related to the private cloud; in addition to that, issues 
related to the public cloud will also come into picture whenever 
there is intermittent access to the public cloud.

 6. Security and privacy: Whenever the user is provided services using 
the public cloud, security and privacy become more stringent. As it 
is the public cloud, the threat of data being lost is high.

 7. Laws and conflicts: Several laws of other countries come under the 
purview as the public cloud is involved, and usually these public 
clouds are situated outside the country’s boundaries.

 8. Cloud management: Here, everything is managed by the private cloud 
service provider.

 9. Cloud maintenance: Cloud maintenance is of the same complexity as the 
private cloud; here, only the resources under the purview of the private 
cloud need to be maintained. It involves a high cost of maintenance.

The hybrid cloud is one of the fastest growing deployment models, which 
is now being discussed because of its characteristics as discussed earlier. 
The issues discussed provide an overview about the difference between the 
other cloud models and the hybrid cloud model. There is another part of the 
cloud called as federated cloud that is described in the subsequent chapter.

There are several advantages and disadvantages of the hybrid cloud.

4.5.4 Advantages

• It gives the power of both the private and public clouds.
• It is highly scalable.
• It provides better security than the public cloud.
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4.5.5 Disadvantages

• The security features are not as good as the public cloud.
• Managing a hybrid cloud is complex.
• It has stringent SLAs.

4.6 Summary

Cloud computing forms the base for many things in today’s world. To start 
with, the deployment models form the base and need to be known before 
starting with other aspects of the cloud. These deployment models are based 
on several properties such as size, location, and complexity. There are four 
types of deployment models discussed in this chapter. The description of 
each deployment model with its characteristic and its suitability to differ-
ent kinds of needs is provided. Each type of deployment model has its own 
significance. Each deployment model is used in one or other aspects. These 
deployment models are very important and usually have a great impact on 
the businesses that are dependent on the cloud. A smart choice of deploy-
ment model always proves to be beneficial, avoiding heavy losses. Hence, 
high importance is given to deployment models.

Review Points

• Deployment models: Deployment models can be defined as the differ-
ent ways in which the cloud can be deployed (see Section 4.1).

• Private cloud: Private cloud is the cloud environment created for a 
single organization (see Section 4.2).

• Public cloud: Public cloud is the cloud infrastructure that is provi-
sioned for open use by the general public (see Section 4.3).

• Hybrid cloud: Hybrid cloud can be defined as the cloud infrastructure 
that is a composition of two or more distinct cloud infrastructures 
(see Section 4.5).

• Community cloud: Community cloud is the cloud infrastructure that 
is provisioned for exclusive use by a specific community of consum-
ers from organizations that have shared concerns (see Section 4.4).

• SLA: SLAs are terms and conditions that are negotiated between the 
service provider and the user (See Section 4.2.3.1).

• Multitenancy: Multitenancy is a property of cloud in which multiple 
users share the same software resource as tenants (see Section 4.2.3.1).
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Review Questions

 1. Compare and contrast public and private clouds.
 2. What is SLA? Are SLAs different for each type of cloud deployment?
 3. Analyze the cloud deployment models based on security.
 4. How do laws of different countries affect the public cloud model?
 5. Differentiate community cloud and hybrid cloud based on their 

properties.
 6. Public cloud is less secure. Justify.
 7. What is outsourced community cloud?
 8. What are the characteristics of hybrid cloud?
 9. What are the advantages of using the community cloud?
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5
Cloud Service Models

Learning Objectives

The main objective of this chapter is to introduce the different service 
 delivery models of cloud computing. After reading this chapter, you will

• Understand the basics of cloud computing stack and cloud service 
models

• Understand how the Infrastructure as a Service (IaaS) changes 
computing

• Understand how the Platform as a Service (PaaS) changes the appli-
cation developer

• Understand how the Software as a Service (SaaS) changes the appli-
cation delivery

• Understand the characteristics, suitability, and pros and cons of IaaS, 
PaaS, and SaaS

• Understand the other cloud service models such as Network as a 
Service (NaaS) and Storage as a Service (STaaS)

Preamble

Cloud computing provides computing resources, development platforms, 
and applications as a service to the end users. The information technology 
(IT) industries started subscribing the cloud services instead of buying the 
products. This chapter gives an insight into the three basic service models 
of cloud computing, namely, IaaS, PaaS, and SaaS. According to the services 
provided and subscribed, the responsibilities of the end user and service 
may vary. This chapter also discusses the responsibilities of the end user 
and service providers of IaaS, PaaS, and SaaS. Characteristics, suitability, and 
pros and cons of different cloud service models are also discussed in this 
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chapter along with the summary of popular service providers. At the end, 
this chapter gives a brief idea about other cloud service models such as NaaS, 
StaaS, Database as a Service (DBaaS), Security as a Service (SECaaS), and 
Identity as a Service (IDaaS).

5.1 Introduction

Cloud computing is a model that enables the end users to access the shared 
pool of resources such as compute, network, storage, database, and applica-
tion as an on-demand service without the need to buy or own it. The services 
are provided and managed by the service provider, reducing the manage-
ment effort from the end user side. The essential characteristics of the cloud 
include on-demand self-service, broad network access, resource pooling, 
rapid elasticity, and measured service. The National Institute of Standards 
and Technology (NIST) defines three basic service models, namely, IaaS, 
PaaS, and SaaS, as shown in Figure 5.1.

The NIST definition of the three basic service models is given as follows:

 1. IaaS: The ability given to the infrastructure architects to deploy or 
run any software on the computing resources provided by the ser-
vice provider. Here, the underlying infrastructures such as compute, 
network, and storage are managed by the service provider. Thus, the 
infrastructure architects are exempted from maintaining the data 
center or underlying infrastructure. The end users are responsible 
for managing applications that are running on top of the service 

SaaS
(for end users)

PaaS
(for developers)

IaaS
(for IT architects)

FIGURE 5.1
Basic cloud service models.
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provider cloud infrastructure. Generally, the IaaS services are pro-
vided from the service provider cloud data center. The end users 
can access the services from their devices through web command 
line interface (CLI) or application programming interfaces (APIs) 
provided by the service providers. Some of the popular IaaS provid-
ers include Amazon Web Services (AWS), Google Compute Engine, 
OpenStack, and Eucalyptus.

 2. PaaS: The ability given to developers to develop and deploy an appli-
cation on the development platform provided by the service provider. 
Thus, the developers are exempted from managing the development 
platform and underlying infrastructure. Here, the developers are 
responsible for managing the deployed application and configur-
ing the development environment. Generally, PaaS services are 
provided by the service provider on an on-premise or dedicated or 
hosted cloud infrastructure. The developers can access the develop-
ment platform over the Internet through web CLI, web user interface 
(UI), and integrated development environments (IDEs). Some of the 
popular PaaS providers include Google App Engine, Force.com, Red 
Hat OpenShift, Heroku, and Engine Yard.

 3. SaaS: The ability given to the end users to access an application over 
the Internet that is hosted and managed by the service provider. 
Thus, the end users are exempted from managing or controlling an 
application, the development platform, and the underlying infra-
structure. Generally, SaaS services are hosted in service provider–
managed or service provider–hosted cloud infrastructure. The end 
users can access the services from any thin clients or web browsers. 
Some of the popular SaaS providers include Saleforce.com, Google 
Apps, and Microsoft office 365.

The different cloud service models target different audiences. For exam-
ple, the IaaS model targets the information technology (IT) architects, PaaS 
targets the developers, and SaaS targets the end users. Based on the ser-
vices subscribed, the responsibility of the targeted audience may vary as 
shown in Figure 5.2.

In IaaS, the end users are responsible for maintaining the development 
platform and the application running on top of the underlying infrastructure. 
The IaaS providers are responsible for maintaining the underlying hardware 
as shown in Figure 5.2a. In PaaS, the end users are responsible for manag-
ing the application that they have developed. The underlying infrastructure 
will be maintained by the infrastructure provider as shown in Figure 5.2b. 
In SaaS, the end user is free from maintaining the infrastructure, develop-
ment platform, and application that they are using. All the maintenance will 
be carried out by the SaaS providers as shown Figure 5.2c.



70 Essentials of Cloud Computing

The different service models of cloud computing can be deployed and 
delivered through any one of the cloud deployment models. The NIST 
defines four different types of cloud deployment models, namely, public 
cloud, private cloud, community cloud, and hybrid cloud. The public cloud is 
provided for the general public. The private cloud is used by an organization 
for its multiple business units. The community cloud is for some group of 
organization with the same goals. The hybrid cloud is any combination of the 
public, private, and community clouds. The service delivery of cloud services 
through different deployment models is shown in Figure 5.3.

Public cloud

Hybrid cloud

Private cloud Community cloud

SaaS
PaaS
IaaS

SaaS
PaaS
IaaS

SaaS
PaaS
IaaS

FIGURE 5.3
Deployment and delivery of different cloud service delivery models.
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FIGURE 5.2
User and service provider responsibilities of cloud service models: (a) IaaS, (b) PaaS, and (c) SaaS.
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This chapter discusses about the characteristics, suitability, and pros and 
cons of different cloud service models. Additionally, this chapter gives the 
summary of popular IaaS, PaaS, and SaaS providers.

5.2 Infrastructure as a Service

IaaS changes the way that the compute, storage, and networking resources 
are consumed. In traditional data centers, the computing power is con-
sumed by having physical access to the infrastructure. IaaS changes the 
computing from a physical infrastructure to a virtual infrastructure. IaaS 
provides virtual computing, storage, and network resources by abstract-
ing the physical resources. Technology virtualization is used to provide 
the virtual resources. All the virtual resources are given to the virtual 
machines (VMs) that are configured by the service provider. The end users 
or IT architects will use the infrastructure resources in the form of VMs as 
shown in Figure 5.4.

The targeted audience of IaaS is the IT architect. The IT architect can 
design virtual infrastructure, network, load balancers, etc., based on their 
needs. The IT architects need not maintain the physical servers as it is 

Consumes Load balancing layer

Virtual infrastructure
(virtual compute/network/

storage)

Physical infrastructure
(compute/network/storage)

VM VM VM VM VM

VM VM VM VM VM

VM VM VM VM VM

IaaS consumer
(infrastructure

architect)

Provides

Virtualization layer

IaaS provider

FIGURE 5.4
Overview of IaaS.



72 Essentials of Cloud Computing

maintained by the service providers. The physical infrastructure can be 
maintained by the service providers themselves. Thus, it eliminates or 
hides the complexity of maintaining the physical infrastructure from the 
IT architects. A typical IaaS provider may provide the flowing services as 
shown in Figure 5.5:

 1. Compute: Computing as a Service includes virtual central processing 
units (CPUs) and virtual main memory for the VMs that are provi-
sioned to the end users.

 2. Storage: STaaS provides back-end storage for the VM images. Some of 
the IaaS providers also provide the back end for storing files.

 3. Network: Network as a Service (NaaS) provides virtual networking 
components such as virtual router, switch, and bridge for the VMs.

 4. Load balancers: Load Balancing as a Service may provide load balanc-
ing capability at the infrastructure layer.

5.2.1 Characteristics of IaaS

IaaS providers offer virtual computing resources to the consumers on a pay-
as-you-go basis. IaaS contains the characteristics of cloud computing such as 
on-demand self-service, broad network access, resource pooling, rapid elas-
ticity, and measured service. Apart from all these, IaaS has its own unique 
characteristics as follows:

 1. Web access to the resources: The IaaS model enables the IT users to 
access infrastructure resources over the Internet. When accessing a 
huge computing power, the IT user need not get physical access to 
the servers. Through any web browsers or management console, the 
users can access the required infrastructure.

Compute Network

Storage Load balancers

IaaS

FIGURE 5.5
Services provided by IaaS providers.
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 2. Centralized management: Even though the physical resources are dis-
tributed, the management will be from a single place. The resources 
distributed across different parts can be controlled from any man-
agement console. This ensures effective resource management and 
effective resource utilization.

 3. Elasticity and dynamic scaling: IaaS provides elastic services where 
the usage of resources can be increased or decreased according to the 
requirements. The infrastructure need depends on the load on the appli-
cation. According to the load, IaaS services can provide the resources. 
The load on any application is dynamic and IaaS services are capable of 
proving the required services dynamically.

 4. Shared infrastructure: IaaS follows a one-to-many delivery model and 
allows multiple IT users to share the same physical infrastructure. 
The different IT users will be given different VMs. IaaS ensures high 
resource utilization.

 5. Preconfigured VMs: IaaS providers offer preconfigured VMs with 
operating systems (OSs), network configuration, etc. The IT users 
can select any kind of VMs of their choice. The IT users are free to 
configure VMs from scratch. The users can directly start using the 
VMs as soon as they subscribed to the services.

 6. Metered services: IaaS allows the IT users to rent the computing 
resources instead of buying it. The services consumed by the IT user 
will be measured, and the users will be charged by the IaaS provid-
ers based on the amount of usage.

5.2.2 Suitability of IaaS

IaaS reduces the total cost of ownership (TCO) and increases the return on 
investment (ROI) for start-up companies that cannot invest more in buying 
infrastructure.

IaaS can be used in the following situations:

 1. Unpredictable spikes in usage: When there is a significant spike in usage 
of computing resources, IaaS is the best option for IT industries. When 
demand is very volatile, we cannot predict the spikes and troughs in 
terms of demand of the infrastructure. In this situation, we cannot 
add or remove infrastructure immediately according to the demand 
in a traditional infrastructure. If there is an unpredictable demand of 
infrastructure, then it is recommended to use IaaS services.

 2. Limited capital investment: New start-up companies cannot invest 
more on buying infrastructure for their business needs. And so by 
using IaaS, start-up companies can reduce the capital investment on 
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hardware. IaaS is the suitable option for start-up companies with 
less capital investment on hardware.

 3. Infrastructure on demand: Some organizations may require large 
infrastructure for a short period of time. For this purpose, an orga-
nization cannot afford to buy more on-premise resources. Instead, 
they can rent the required infrastructure for a specific period of 
time. IaaS best suits the organizations that look for infrastructure on 
demand or for a short time period.

IaaS helps start-up companies limit its capital expenditure. While it is 
widely used by start-up companies, there are some situations where IaaS 
may not be the best option. In following situations, IT users should avoid 
using the IaaS:

 1. When regulatory compliance does not allow off-premise hosting: For some 
companies, its regulation may not allow the application and data to 
be hosted on third-party off-premise infrastructure.

 2. When usage is minimal: When the usage is minimal and the available 
on-premise infrastructure itself is capable of satisfying their needs.

 3. When better performance is required: Since the IaaS services are accessed 
through the Internet, sometimes the performance might be not as 
expected due to network latency.

 4. When there is a need for more control on physical infrastructure: Some 
organizations might require physical control over the  underlying 
infrastructure. As the IaaS services are abstracted as virtual 
resources, it is not possible to have more control on underlying phys-
ical infrastructure.

5.2.3 Pros and Cons of IaaS

Being one of the important service models of cloud computing, IaaS pro-
vides lot of benefits to the IT users. The following are the benefits provided 
by IaaS:

 1. Pay-as-you-use model: The IaaS services are provided to the customers 
on a pay-per-use basis. This ensures that the customers are required 
to pay for what they have used. This model eliminates the unneces-
sary spending on buying hardware.

 2. Reduced TCO: Since IaaS providers allow the IT users to rent the com-
puting resources, they need not buy physical hardware for running 
their business. The IT users can rent the IT infrastructure rather than 
buy it by spending large amount. IaaS reduces the need for buying 
hardware resources and thus reduces the TCO.
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 3. Elastic resources: IaaS provides resources based on the current needs. 
IT users can scale up or scale down the resources whenever they 
want. This dynamic scaling is done automatically using some load 
balancers. This load balancer transfers the additional resource 
request to the new server and improves application efficiency.

 4. Better resource utilization: Resource utilization is the most important 
criteria to succeed in the IT business. The purchased infrastructure 
should be utilized properly to increase the ROI. IaaS ensures better 
resource utilization and provides high ROI for IaaS providers.

 5. Supports Green IT: In traditional IT infrastructure, dedicated servers 
are used for different business needs. Since many servers are used, 
the power consumption will be high. This does not result in Green 
IT. In IaaS, the need of buying dedicated servers is eliminated as 
single infrastructure is shared between multiple customers, thus 
reducing the number of servers to be purchased and hence the 
power consumption that results in Green IT.

Even though IaaS provides cost-related benefits to small-scale industries, it lacks 
in providing security to the data. The following are the drawbacks of IaaS:

 1. Security issues: Since IaaS uses virtualization as the enabling technol-
ogy, hypervisors play an important role. There are many attacks that 
target the hypervisors to compromise it. If hypervisors get compro-
mised, then any VMs can be attacked easily. Most of the IaaS provid-
ers are not able to provide 100% security to the VMs and the data 
stored on the VMs.

 2. Interoperability issues: There are no common standards followed 
among the different IaaS providers. It is very difficult to migrate any 
VM from one IaaS provider to the other. Sometimes, the customers 
might face the vendor lock-in problem.

 3. Performance issues: IaaS is nothing but the consolidation of available 
resources from the distributed cloud servers. Here, all the distributed 
servers are connected over the network. Latency of the network plays 
an important role in deciding the performance. Because of latency 
issues, sometimes the VM contains issues with its performance.

5.2.4 Summary of IaaS Providers

There are many public and private IaaS providers in the market who pro-
vides infrastructure services to the end users. Table 5.1 provides the sum-
mary of popular infrastructure providers.

In the table, the popular IaaS providers are classified based on the license, 
deployment model, and supported host OS, guest OS, and hypervisors. The 
end user may choose any IaaS provider that matches their needs. Generally, 
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public IaaS consumers need not consider the host OS as it is maintained by 
the service provider. In managing the private cloud, the users should see 
the supported host OS. However, most of the private IaaS supports popu-
lar guest OS, fully depending on the hypervisor that the IaaS providers are 
supporting.

5.3 Platform as a Service

PaaS changes the way that the software is developed and deployed. In tra-
ditional application development, the application will be developed locally 
and will be hosted in the central location. In stand-alone application develop-
ment, the applications will be developed and delivered as executables. Most 
of the applications developed by traditional development platforms result in 
a licensing-based software, whereas PaaS changes the application develop-
ment from local machine to online. PaaS providers provide the development 
PaaS from the data center. The developers can consume the services over the 
Internet as shown in Figure 5.6.

Consumes Load-balancing layer

Virtual development/testing
platform

(runtime, frameworks, databases,
testing tools, etc.)

Virtualization layer

Development/testing platform
(runtime, frameworks, databases,

testing tools, etc.)

PaaS consumer
(application
developer)

PaaS provider

Provides

VM

VM

VM

VM

VM

VM

PaaS provider

Provides

FIGURE 5.6
 Overview of PaaS.
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PaaS allows the developers to develop their application online and also 
allows them to deploy immediately on the same platform. PaaS consumers 
or developers can consume language runtimes, application  frameworks, 
databases, message queues, testing tools, and deployment tools as a ser-
vice over the Internet. Thus, it reduces the complexity of buying and 
 maintaining different tools for developing an application. Typical PaaS 
providers may provide programming languages, application frameworks, 
databases, and testing tools as shown in Figure 5.7. Some of the PaaS pro-
viders also provide build tools, deployment tools, and software load bal-
ancers as a service:

 1. Programming languages: PaaS providers provide a wide variety of 
programming languages for the developers to develop applications. 
Some of the popular programming languages provided by PaaS 
vendors are Java, Perl, PHP, Python, Ruby, Scala, Clojure, and Go.

 2. Application frameworks: PaaS vendors provide application frame-
works that simplify the application development. Some of the 
popular application development frameworks provided by a PaaS 
provider include Node.js, Rails, Drupal, Joomla, WordPress, Django, 
EE6, Spring, Play, Sinatra, Rack, and Zend.

 3. Database: Since every application needs to communicate with 
the databases, it becomes a must-have tool for every application. 
PaaS providers are providing databases also with their PaaS plat-
forms. The popular databases provided by the popular PaaS ven-
dors are ClearDB, PostgreSQL, Cloudant, Membase, MongoDB, 
and Redis.

 4. Other tools: PaaS providers provide all the tools that are required to 
develop, test, and deploy an application.

Programming
languages

Application
frameworks

PaaS

Databases Other tools

FIGURE 5.7
Services provided by PaaS providers.
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5.3.1 Characteristics of PaaS

PaaS development platforms are different from the traditional application 
development platforms. The following are the essential characteristics that 
make PaaS unique from traditional development platforms:

 1. All in one: Most of the PaaS providers offer services to develop, test, 
deploy, host, and maintain applications in the same IDE. Additionally, 
many service providers provide all the programming languages, 
frameworks, databases, and other development-related services that 
make developers choose from a wide variety of development platforms.

 2. Web access to the development platform: A typical development plat-
form uses any IDEs for developing applications. Typically, the IDE 
will be installed in the developer’s machines. But, PaaS provides 
web access to the development platform. Using web UI, any devel-
oper can get access to the development platform. The web-based UI 
helps the developers create, modify, test, and deploy different appli-
cations on the same platform.

 3. Offline access: A developer may not be able to connect to the Internet 
for a whole day to access the PaaS services. When there is no Internet 
connectivity, the developers should be allowed to work offline. To 
enable offline development, some of the PaaS providers allow the 
developer to synchronize their local IDE with the PaaS services. The 
developers can develop an application locally and deploy it online 
whenever they are connected to the Internet.

 4. Built-in scalability: Scalability is an important requirement for the new-
generation web or SaaS applications. It is very difficult to enable the 
dynamic scalability for any application developed using traditional 
development platforms. But, PaaS services provide built-in scalability to 
an application that is developed using any particular PaaS. This ensures 
that the application is capable of handling varying loads efficiently.

 5. Collaborative platform: Nowadays, the development team consists of 
developers who are working from different places. There is a need 
for a common platform where the developers can collaboratively 
work together on the same project. Most of the PaaS services pro-
vide support for collaborative development. To enable collaboration 
among developers, most of the PaaS providers provide tools for proj-
ect planning and communication.

 6. Diverse client tools: To make the development easier, PaaS providers 
provide a wide variety of client tools to help the developer. The 
client tools include CLI, web CLI, web UI, REST API, and IDE. The 
developers can choose any tools of their choice. These client tools 
are also capable of handling billing and subscription management.
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5.3.2 Suitability of PaaS

Most of the start-up SaaS development companies and independent software 
vendors (ISVs) widely use PaaS in developing an application. PaaS technol-
ogy is getting attention from other traditional software development compa-
nies also. PaaS is a suitable option for the following situations:

 1. Collaborative development: To increase the time to market and devel-
opment efficiency, there is a need for a common place where the 
development team and other stakeholders of the application can col-
laborate with each other. Since PaaS services provide a collabora-
tive development environment, it is a suitable option for applications 
that need collaboration among developers and other third parties to 
carry out the development process.

 2. Automated testing and deployment: Automated testing and building 
of an application are very useful while developing applications 
at a very short time frame. The automated testing tools reduce 
the time spent in manual testing tools. Most of the PaaS services 
offer automated testing and deployment capabilities. The develop-
ment team needs to concentrate more on development rather than 
testing and deployment. Thus, PaaS services are the best option 
where there is a need for automated testing and deployment of the 
applications.

 3. Time to market: The PaaS services follow the iterative and incremental 
development methodologies that ensure that the application is in the 
market as per the time frame given. For example, the PaaS services 
are the best option for application development that uses agile devel-
opment methodologies. If the software vendor wants their applica-
tion to be in the market as soon as possible, then the PaaS services 
are the best option for the development.

PaaS is used widely to accelerate the application development process to 
ensure the time to market. Most of the start-up companies and ISVs started 
migrating to the PaaS services. Even though it is used widely, there are some 
situations where PaaS may not be the best option:

 1. Frequent application migration: The major problem with PaaS services 
are vendor lock-in. Since there are no common standards followed 
among PaaS providers, it is very difficult to migrate the application 
from one PaaS provider to the other.

 2. Customization at the infrastructure level: PaaS is an abstracted service, and 
the PaaS users do not have full control over the underlying infrastruc-
ture. There are some application development platforms that need some 
configuration or customization of underlying infrastructure. In these 
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situations, it is not possible to customize the underlying infrastructure 
with PaaS. If the application development platform needs any configu-
ration at the hardware level, it is not recommended to go for PaaS.

 3. Flexibility at the platform level: PaaS provides template-based appli-
cations where all the different programming languages, databases, 
and message queues are predefined. It is an advantage if the applica-
tion is a generic application.

 4. Integration with on-premise application: A company might have used 
PaaS services for some set of applications. For some set of applica-
tions, they might have used on-premise platforms. Since many PaaS 
services use their own proprietary technologies to define the appli-
cation stack, it may not match with the on-premise application stack. 
This makes the integration of application hosted in on-premise plat-
form and PaaS platform a difficult job.

5.3.3 Pros and Cons of PaaS

The main advantage of using PaaS is that it hides the complexity of main-
taining the platform and underlying infrastructure. This allows the devel-
opers to work more on implementing the important functionalities of the 
application. Apart from this, the PaaS has the following benefits:

 1. Quick development and deployment: PaaS provides all the required 
development and testing tools to develop, test, and deploy the soft-
ware in one place. Most of the PaaS services automate the testing and 
deployment process as soon as the developer completes the devel-
opment. This speeds up application development and deployment 
than traditional development platforms.

 2. Reduces TCO: The developers need not buy licensed development and 
testing tools if PaaS services are selected. Most of the traditional devel-
opment platforms requires high-end infrastructure for its working, 
which increases the TCO of the application development company. 
But, PaaS allows the developers to rent the software, development 
platforms, and testing tools to develop, build, and deploy the applica-
tion. PaaS does not require high-end infrastructure also to develop 
the application, thus reducing the TCO of the development company.

 3. Supports agile software development: Nowadays, most of the new-genera-
tion applications are developed using agile methodologies. Many ISVs 
and SaaS development companies started adopting agile methodolo-
gies for application development. PaaS services support agile method-
ologies that the ISVs and other development companies are looking for.

 4. Different teams can work together: The traditional development plat-
form does not have extensive support for collaborative development. 
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PaaS services support developers from different places to work 
together on the same project. This is possible because of the online 
common development platform provided by PaaS providers.

 5. Ease of use: The traditional development platform uses any one of 
CLI- or IDE-based interfaces for development. Some developers may 
not be familiar with the interfaces provided by the application devel-
opment platform. This makes the development job a little bit dif-
ficult. But, PaaS provides a wide variety of client tools such as CLI, 
web CLI, web UI, APIs, and IDEs. The developers are free to choose 
any client tools of their choice. Especially, the web UI–based PaaS 
services increase the usability of the development platform for all 
types of developers.

 6. Less maintenance overhead: In on-premise applications, the develop-
ment company or software vendor is responsible for maintaining 
the underlying hardware. They need to recruit skilled administra-
tors to maintain the servers. This overhead is eliminated by the PaaS 
services as the underlying infrastructure is maintained by the infra-
structure providers. This gives freedom to developers to work on the 
application development.

 7. Produces scalable applications: Most of the applications developed 
using PaaS services are web application or SaaS application. These 
applications require better scalability on the extra load. For handling 
extra load, the software vendors need to maintain an additional 
server. It is very difficult for a new start-up company to provide extra 
servers based on the additional load. But, PaaS services are provid-
ing built-in scalability to the application that is developed using the 
PaaS platform.

PaaS provides a lot of benefits to developers when compared to the tradi-
tional development environment. On the other hand, it contains drawbacks, 
which are described in the following:

 1. Vendor lock-in: The major drawback with PaaS providers are vendor 
lock-in. The main reason for vendor lock-in is lack of standards. There 
are no common standards followed among the different PaaS provid-
ers. The other reason for vendor lock-in is proprietary technologies 
used by PaaS providers. Most of the PaaS vendors use the proprietary 
technologies that are not compatible with the other PaaS providers. 
The vendor lock-in problem of PaaS services does not allow the appli-
cations to be migrated from one PaaS provider to the other.

 2. Security issues: Like in the other cloud services, security is one of 
the major issues in PaaS services. Since data are stored in off- premise 
third-party servers, many developers are afraid to go for PaaS 
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services. Of course, many PaaS providers provide mechanisms to 
protect the user data, and it is not sufficient to feel the safety of on-
premise deployment. When selecting the PaaS provider, the devel-
oper should review the regulatory, compliance, and security policies 
of the PaaS provider with their own security requirements. If not 
properly reviewed, the developers or users are at the risk of data 
security breach.

 3. Less flexibility: PaaS providers do not give much freedom for the 
developers to define their own application stack. Most of the PaaS 
providers provide many programming languages, databases, and 
other development tools. But, it is not extensive and does not satisfy all 
developer needs. Only some of the PaaS providers allow  developers 
to extend the PaaS tools with the custom or new programming lan-
guages. Still most of the PaaS providers do not provide flexibility to 
the developers.

 4. Depends on Internet connection: Since the PaaS services are delivered 
over the Internet, the developers should depend on Internet connec-
tivity for developing the application. Even though some of the pro-
viders allow offline access, most of the PaaS providers do not allow 
offline access. With slow Internet connection, the usability and effi-
ciency of the PaaS platform do not satisfy the developer requirements.

5.3.4 Summary of PaaS Providers

PaaS providers are more in the IT market for public as well as the private clouds. 
Table 5.2 gives a summary of popular private and public PaaS providers.

5.4 Software as a Service

SaaS changes the way the software is delivered to the customers. In the tra-
ditional software model, the software is delivered as a license-based product 
that needs to be installed in the end user device. Since SaaS is delivered as an 
on-demand service over the Internet, there is no need to install the software 
to the end user’s devices. SaaS services can be accessed or disconnected at 
any time based on the end user’s needs. SaaS services can be accessed from 
any lightweight web browsers on any devices such as laptops, tablets, and 
smartphones. Some of the SaaS services can be accessed from a thin client 
that does not contain much storage space and cannot run much software like 
the traditional desktop PCs. The important benefits of using thin clients for 
accessing the SaaS application are as follows: it is less vulnerable to attack, 
has a longer life cycle, consumes less power, and is less expensive. A  typical 
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SaaS provider may provide business services, social networks, document 
management, and mail services as shown in Figure 5.8:

 1. Business services: Most of the SaaS providers started providing a vari-
ety of business services that attract start-up companies. The business 
SaaS services include ERP, CRM, billing, sales, and human resources.

 2. Social networks: Since social networking sites are extensively used 
by the general public, many social networking service providers 
adopted SaaS for their sustainability. Since the number of users of 
the social networking sites is increasing exponentially, cloud com-
puting is the perfect match for handling the variable load.

 3. Document management: Since most of the enterprises extensively use 
electronic documents, most of the SaaS providers started provid-
ing services that are used to create, manage, and track electronic 
documents.

 4. Mail services: E-mail services are currently used by many people. The 
future growth in e-mail usage is unpredictable. To handle the unpre-
dictable number of users and the load on e-mail services, most of the 
e-mail providers started offering their services as SaaS services.

5.4.1 Characteristics of SaaS

SaaS services are different and give more benefits to end users than the tra-
ditional software. The following are the essential characteristics of SaaS ser-
vices that make it unique from traditional software:

 1. One to many: SaaS services are delivered as a one-to-many model 
where a single instance of the application can be shared by multiple 
tenants or customers.

Business
services Social networks

Mail servicesDocument
management

SaaS

FIGURE 5.8
Services provided by SaaS Providers.
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 2. Web access: SaaS services provide web access to the software. It allows 
the end user to access the application from any location if the device 
is connected to the Internet.

 3. Centralized management: Since SaaS services are hosted and man-
aged from the central location, management of the SaaS applica-
tion becomes easier. Normally, the SaaS providers will perform the 
automatic updates that ensure that each tenant is accessing the most 
recent version of the application without any user-side updates.

 4. Multidevice support: SaaS services can be accessed from any end user 
devices such as desktops, laptops, tablets, smartphones, and thin 
clients.

 5. Better scalability: Since most of the SaaS services leverage PaaS and 
IaaS for its development and deployment, it ensures a better scalabil-
ity than the traditional software. The dynamic scaling of underlying 
cloud resources makes SaaS applications work efficiently even with 
varying loads.

 6. High availability: SaaS services ensure the 99.99% availability of user 
data as proper backup and recovery mechanisms are implemented 
at the back end.

 7. API integration: SaaS services have the capability of integrating with 
other software or service through standard APIs.

5.4.2 Suitability of SaaS

SaaS is popular among individuals and start-up companies because of the 
benefits it provides. Most of the traditional software users are looking for 
SaaS versions of the software as SaaS has several advantages over traditional 
applications. SaaS applications are the best option for the following:

 1. On-demand software: The licensing-based software model requires 
buying full packaged software and increases the spending on buy-
ing software. Some of the occasionally used software does not give 
any ROI. Because of this, many end users are looking for a software 
that they can use as and when they needed. If the end users are 
looking for on-demand software rather than the licensing-based 
full-term software, then the SaaS model is the best option.

 2. Software for start-up companies: When using any traditional software, 
the end user should buy devices with minimum requirements speci-
fied by the software vendor. This increases the investment on buy-
ing hardware for start-up companies. Since SaaS services do not 
require high-end infrastructure for accessing, it is a suitable option 
for start-up companies that can reduce the initial expenditure on 
buying high-end hardware.
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 3. Software compatible with multiple devices: Some of the applications 
like word processors or mail services need better accessibility from 
 different devices. The SaaS applications are adaptable with almost 
all the devices.

 4. Software with varying loads: We cannot predict the load on popular 
applications such as social networking sites. The user may connect 
or disconnect from applications anytime. It is very difficult to handle 
varying loads with the traditional infrastructure. With the dynamic 
scaling capabilities, SaaS applications can handle varying loads effi-
ciently without disrupting the normal behavior of the application.

Most of the traditional software vendors moved to SaaS business as it is an 
emerging software delivery model that attracts end users. But still many tra-
ditional applications do not have its SaaS versions. This implies that SaaS 
applications may not be the best option for all types of software. The SaaS 
delivery model is not the best option for the applications mentioned in the 
following:

 1. Real-time applications: Since SaaS applications depend on Internet con-
nectivity, it may not work better with low Internet speed. If data are 
stored far away from the end user, the latency issues may delay the 
data retrieval timings. Real-time applications require fast processing of 
data that may not be possible with the SaaS applications because of the 
dependency on high-speed Internet connectivity and latency issues.

 2. Applications with confidential data: Data security, data governance, 
and data compliance are always issues with SaaS applications. Since 
data are stored with third-party service providers, there is no surety 
that our data will be safe. If the stored confidential data get lost, it 
will make a serious loss to the organization. It is not recommended 
to go for SaaS for applications that handle confidential data.

 3. Better on-premise application: Some of the on-premise applications 
might fulfill all the requirements of the organization. In such situa-
tions, migrating to the SaaS model may not be the best option.

5.4.3 Pros and Cons of SaaS

SaaS applications are used by a wide range of individuals and start-up 
industries for its cost-related benefits. Apart from the cost-related benefits, 
SaaS services provide the following benefits:

 1. No client-side installation: SaaS services do not require client-side 
installation of the software. The end users can access the services 
directly from the service provider data center without any instal-
lation. There is no need of high-end hardware to consume SaaS 
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services. It can be accessed from thin clients or any handheld devices, 
thus reducing the initial expenditure on buying high-end hardware.

 2. Cost savings: Since SaaS services follow the utility-based billing or 
pay-as-you-go billing, it demands the end users to pay for what 
they have used. Most of the SaaS providers offer different sub-
scription plans to benefit different customers. Sometimes, the 
generic SaaS services such as word processors are given for free to 
the end users.

 3. Less maintenance: SaaS services eliminate the additional overhead of 
maintaining the software from the client side. For example, in the 
traditional software, the end user is responsible for performing bulk 
updates. But in SaaS, the service provider itself maintains the auto-
matic updates, monitoring, and other maintenance activities of the 
applications.

 4. Ease of access: SaaS services can be accessed from any devices if it 
is connected to the Internet. Accessibility of SaaS services is not 
restricted to any particular devices. It is adaptable to all the devices 
as it uses the responsive web UI.

 5. Dynamic scaling: SaaS services are popularly known for elastic 
dynamic scaling. It is very difficult for on-premise software to pro-
vide dynamic scaling capability as it requires additional hardware. 
Since the SaaS services leverage elastic resources provided by cloud 
computing, it can handle any type of varying loads without disrupt-
ing the normal behavior of the application.

 6. Disaster recovery: With proper backup and recovery mechanisms, rep-
licas are maintained for every SaaS services. The replicas are distrib-
uted across many servers. If any server fails, the end user can access 
the SaaS from other servers. It eliminates the problem of single point 
of failure. It also ensures the high availability of the application.

 7. Multitenancy: Multitenancy is the ability given to the end users to 
share a single instance of the application. Multitenancy increases 
resource utilization from the service provider side.

Even though SaaS services are used by many individuals and start-up indus-
tries, the adoption from the large industries is very low. The major problem 
with SaaS services is security to the data. All companies are worried about 
the security of their data that are hosted in the service provider data center. 
The following are the major problems with SaaS services:

 1. Security: Security is the major concern in migrating to SaaS appli-
cation. Since the SaaS application is shared between many end 
users, there is a possibility of data leakage. Here, the data are stored 
in the service provider data center. We cannot simply trust some 
third-party service provider to store our company-sensitive and 
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confidential data. The end user should be careful while selecting the 
SaaS provider to avoid unnecessary data loss.

 2. Connectivity requirements: SaaS applications require Internet connec-
tivity for accessing it. Sometimes, the end user’s Internet connectiv-
ity might be very slow. In such situations, the user cannot access the 
services with ease. The dependency on high-speed Internet connec-
tion is a major problem in SaaS applications.

 3. Loss of control: Since the data are stored in a third-party and off-
premise location, the end user does not have any control over the 
data. The degree of control over the SaaS application and data is 
lesser than the on-premise application.

5.4.4 Summary of SaaS Providers

There are many SaaS providers who provide SaaS services such as ERP, 
CRM, billing, document management, and mail services. Table 5.3 gives a 
summary of popular SaaS vendors in the market.

5.5 Other Cloud Service Models

The basic cloud services such as IaaS, PaaS, and SaaS are widely used by 
many individual and start-up companies. Now, cloud computing becomes 
the dominant technology that drives the IT world. Because of the extensive 
use of basic cloud services, the end users realize the importance and benefits 

TABLE 5.3

Summary of Popular SaaS Providers

Provider Services Provided 

Salseforce.com On-demand CRM solutions
Google Apps Gmail, Google Calendar, Talk, Docs, and Sites
Microsoft Office 356 Online office suite, software, plus services
NetSuite ERP, accounting, order management, inventory, CRM, professional 

services automation (PSA), and e-commerce applications
Concur Integrated travel and expense management solutions
GoToMeeting Online meeting, desktop sharing, and video-conferencing software
Constant Contact E-mail marketing, social-media marketing, online survey, event 

marketing, digital storefronts, and local deals tools
Workday, Inc. Human capital management, payroll, and financial management
Oracle CRM CRM applications
Intacct Financial management and accounting software solutions



91Cloud Service Models

of specific services such as network, storage, and database. The basic cloud 
service models are the unified models that contain multiple services in it. 
Now, the end users’ expectation changed, and they are expecting the indi-
vidual services to be offered by service providers. This makes most of the 
service providers to think about the separate services that meet end user 
requirements. Many service providers already started offering separate ser-
vices such as network, desktop, database, and storage on demand as given 
in the following:

 1. NaaS is an ability given to the end users to access virtual network 
services that are provided by the service provider. Like other cloud 
service models, NaaS is also a business model for delivering vir-
tual network services over the Internet on a pay-per-use basis. In 
on-premise data center, the IT industries spent a lot of money to 
buy network hardware to manage in-house networks. But, cloud 
computing changes networking services into a utility-based service. 
NaaS allows network architects to create virtual networks, virtual 
 network interface cards (NICs), virtual routers, virtual switches, and 
other networking components. Additionally, it allows the network 
architect to deploy custom routing protocols and enables the design 
of efficient in-network services, such as data aggregation, stream 
processing, and caching. Some of the popular services provided by 
NaaS include virtual private network (VPN), bandwidth on demand 
(BoD), and mobile network virtualization.

 2. Desktop as a Service (DEaaS) is an ability given to the end users to 
use desktop virtualization without buying and managing their own 
infrastructure. DEaaS is a pay-per-use cloud service delivery model 
in which the service provider manages the back-end responsibilities 
of data storage, backup, security, and upgrades. The end users are 
responsible for managing their own desktop images, applications, 
and security. Accessing the virtual desktop provided by the DEaaS 
provider is device, location, and network independent. DEaaS ser-
vices are simple to deploy, are highly secure, and produce better 
experience on almost all devices.

 3. STaaS is an ability given to the end users to store the data on the 
storage services provided by the service provider. STaaS allows the 
end users to access the files at any time from any place. The STaaS 
provider provides the virtual storage that is abstracted from the 
physical storage of any cloud data center. STaaS is also a cloud busi-
ness model that is delivered as a utility. Here, the customers can rent 
the storage from the STaaS provider. STaaS is commonly used as a 
backup storage for efficient disaster recovery.

 4. DBaaS is an ability given to the end users to access the database ser-
vice without the need to install and maintain it. The service provider 
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is responsible for installing and maintaining the databases. The 
end users can directly access the services and can pay according 
to their usage. DBaaS automates the database administration pro-
cess. The end users can access the database services through any 
API or web UIs provided by the service provider. The DBaaS eases 
the database administration process. Popular examples of DBaaS 
include SimpleDB, DynamoDB, MongoDB as a Service, GAE datas-
tore, and ScaleDB.

 5. Data as a Service (DaaS) is an ability given to the end users to access the 
data that are provided by the service provider over the Internet. DaaS 
provides data on demand. The data may include text, images, sounds, 
and videos. DaaS is closely related to other cloud service models such 
as SaaS and STaaS. DaaS can be easily integrated with SaaS or STaaS 
for providing the composite service. DaaS is highly used in geog-
raphy data services and financial data services. The advantages of 
DaaS include agility, cost effectiveness, and data quality.

 6. SECaaS is an ability given to the end user to access the security service 
provided by the service provider on a pay-per-use basis. In SECaaS, 
the service provider integrates their security services to benefit the 
end users. Generally, the SECaaS includes authentication, antivirus, 
antimalware/spyware, intrusion detection, and security event man-
agement. The security services provided by the SECaaS providers are 
typically used for securing the on-premise or in-house infrastruc-
ture and applications. Some of the SECaaS providers include Cisco, 
McAfee, Panda Software, Symantec, Trend Micro, and VeriSign.

 7. IDaaS is an ability given to the end users to access the authentica-
tion infrastructure that is managed and provided by the third-party 
service provider. The end user of IDaaS is typically an organization 
or enterprise. Using IDaaS services, any organization can easily 
manage their employees’ identity without any additional overhead. 
Generally, IDaaS includes directory services, federated services, reg-
istration, authentication services, risk and event monitoring, single 
sign-on services, and identity and profile management.

The different new service models discussed in this section emerged after the 
introduction of cloud computing. This field still evolves and introduces new 
service models based on the end user’s needs. Many researchers from indus-
try and academia already started introducing their innovative idea to take 
cloud computing to the next level. Apart from the service models discussed 
in this chapter, cloud computing researchers are thinking to add more ser-
vice models. Now, cloud computing moves to the scenario where everything 
can be given as a service. This can be termed as Everything as a Service 
(XaaS). In the future, we expect many new service models to achieve the goal 



93Cloud Service Models

of XaaS. XaaS may include Backup as a Service (BaaS), Communication as a 
Service (CaaS), Hadoop as a Service (HaaS), Disaster Recovery as a Service 
(DRaaS), Testing as a Service (TaaS), Firewall as a Service (FWaaS), Virtual 
Private Network as a Service (VPNaaS), Load Balancers as a Service (LBaaS), 
Message Queue as a Service (MQaaS), and Monitoring as a Service (MaaS).

5.6 Summary

Cloud computing composes of three basic service models and four deploy-
ment models. The service models include IaaS, PaaS, and SaaS, and the 
deployment models include private, public, community, and hybrid clouds. 
The service models decide the type of services provided by each service 
models. The deployment models decide the way of delivering the ser-
vices. Cloud computing eliminates a lot of management overhead at each 
level. IaaS hides the complexity of maintaining the underlying hardware. 
PaaS hides the complexity of maintaining the development platform and 
the hardware. In the same way, SaaS hides the complexity of maintain-
ing the application, the development platform, and the hardware. All the 
basic cloud service models have an essential characteristic of cloud com-
puting: on-demand self-service, broad network access, resource pooling, 
rapid elasticity, and measured service. Apart from these characteristics, 
each service model has its own unique characteristics. The characteristics 
of IaaS include web access to the resources, centralized management, elas-
ticity and dynamic scaling, shared infrastructure, preconfigured VMs, and 
metered services. The characteristics of PaaS include all in one, web access 
to the development platform, offline access, built-in scalability, collabora-
tive platform, and diverse client tools. The characteristics of SaaS include 
one to many, web access, centralized management, multidevice support, 
better scalability, high availability, and API integration. Cost-based ben-
efits of cloud services make individuals and start-up industries use cloud 
computing for their computing needs. Even though cloud services are used 
by many individuals and start-up industries, adaptability from large enter-
prises is very low. We cannot use cloud services in all places. Generally, the 
cloud service can be used in start-up companies where the initial capital 
investment is very low. Cloud services cannot be used when the application 
uses more sensitive and confidential data. The general benefits of cloud ser-
vices are cost savings, elastic and dynamic scaling, and centralized man-
agement. The general drawbacks include security issues, interoperability 
issues, and performance issues. Apart from the basic service models, there 
are other specific cloud services also provided by some vendors, including 
NaaS, STaaS, DBaaS, SECaaS, and IDaaS.
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Review Points

• SaaS: The ability given to the end users to access on-demand soft-
ware services provided by the SaaS provider over the Internet (see 
Section 5.1).

• PaaS: The ability given to the end users to access on-demand devel-
opment and deployment platforms provided by the PaaS provider 
over the Internet (See Section 5.1).

• IaaS: The ability given to the end users to access on-demand comput-
ing resources provided by the IaaS provider over the Internet (see 
Section 5.1).

• NaaS: The ability given to the end users to access on-demand virtual 
networking components provided by the NaaS provider over the 
Internet (see Section 5.5).

• DEaaS: The ability given to the end users to access on-demand 
virtual desktop services provided by the DEaaS provider over the 
Internet (see Section 5.5).

• STaaS: The ability given to the end users to access on-demand cloud stor-
age provided by the STaaS provider over the Internet (see Section 5.5).

• DBaaS: The ability given to the end users to access the on-demand 
database services provided by the DBaaS provider over the Internet 
(see Section 5.5).

• DaaS: The ability given to the end users to access on-demand data 
provided by the DaaS provider over the Internet (see Section 5.5).

• SECaaS: The ability given to the end users to access security services 
provided by the SECaaS provider over the Internet (see Section 5.5).

• IDaaS: The ability given to the end users to access the identity man-
agement services provided by the IDaaS provider over the Internet 
(see Section 5.5).

Review Questions

 1. Define Infrastructure as a Service (IaaS).
 2. Define Platform as a Service (PaaS).
 3. Define Software as a Service (SaaS).
 4. Write short notes on end user and service provider responsibilities 

of cloud service models with a suitable diagram.
 5. Write short notes on the deployment and delivery of cloud service 

models with a neat diagram.
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 6. Explain in detail about the overview of IaaS, PaaS, and SaaS with 
suitable diagrams.

 7. Write short notes on the characteristics of IaaS, PaaS, and SaaS.
 8. Explain the suitability of different cloud service models.
 9. Write short notes on pros and cons of IaaS, PaaS, and SaaS.
 10. Write short notes on cloud service models that emerged after the 

introduction of cloud computing.
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6
Technological Drivers for Cloud Computing

Learning Objectives

The major learning objectives of this chapter are the following:

• To identify the various technological drivers of cloud computing 
paradigm

• To analyze each underlying technology in detail in order to under-
stand the characteristic features and advantages

• To familiarize with the latest developments in each of these enabling 
technologies

• To understand how each of these technological components contrib-
utes to the success of cloud computing

• To introduce the readers to various case studies in these areas
• To understand how cloud service providers and cloud service con-

sumers are benefitted from these technological advancements in the 
cloud scenario

Preamble

Cloud computing is an emerging computing paradigm where various users 
access the resources and services offered by service providers. From a tech-
nological perspective, cloud computing is the culmination of many compo-
nents that enable the present-day cloud computing paradigm to offer the 
services efficiently to the consumers. Advancements in each of these tech-
nological areas have significantly contributed to the widespread adoption 
of cloud computing. This chapter focuses on identifying those technological 
drivers of cloud computing and also discusses each technological compo-
nent in detail. The recent advancements in each of these technologies are 
highlighted with their advantages and characteristic features. The readers 
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are expected to get the understanding of each of these technological compo-
nents, their strengths and weaknesses, and also about the benefits provided 
by these technological drivers to various stakeholders such as service pro-
viders and service consumers.

6.1 Introduction

Cloud computing enables service providers to offer various resources such 
as infrastructure, platform, and software as services to the requesting users 
on a pay-as-you-go model. The cloud service consumers (CSCs) are benefit-
ted from the cost reduction in procuring the resources and the quality of 
service (QoS) this promising computing paradigm offers. Nowadays, more 
companies and enterprises are entering the cloud scenario either as service 
providers or as service consumers. There has been a considerable increase 
in the adoption rate of cloud computing among service providers and users 
across the globe.

The success of cloud computing can be closely associated with the techno-
logical enhancements in various areas such as service-oriented architecture 
(SOA), virtualization, multicore technology, memory and storage technolo-
gies, networking technologies, Web 2.0, and Web 3.0. Also, the advancements 
in programming models, software development models, pervasive comput-
ing, operating systems (OSs), and application environment have contributed 
to the successful deployment of various clouds.

This chapter focuses on various technological drivers for cloud computing 
and also shows how the latest advancements in each of these enabling tech-
nologies have made an impact on the widespread adoption of cloud com-
puting. This chapter also discusses each technological component in detail. 
The recent advancements in each of these technologies are highlighted with 
their advantages and characteristic features. The various benefits provided 
by these technological drivers to different stakeholders such as service pro-
viders and service consumers are emphasized.

6.2 SOA and Cloud

Many people are confused thinking that SOA and cloud computing are 
the same, or cloud computing is another name for SOA. This is not true. 
SOA is a flexible set of design principles and standards used for systems 
development and integration. A properly implemented SOA-based system 
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provides a loosely coupled set of services that can be used by the service 
consumers for meeting their service requirements within various business 
domains. Cloud computing is a service delivery model in which shared 
services and resources are consumed by the users across the Internet 
just like a public utility on an on-demand basis. Generally, SOA is used 
by enterprise applications, and cloud computing is used for availing the 
various Internet-based services. Different companies or service providers 
may offer various services such as financial services, health-care services, 
manufacturing services, and HR services. Various users can acquire and 
leverage the offered services through the Internet. In such an environment, 
cloud is about services and service composition. Cloud offers various infra-
structure components such as central processing unit (CPU), memory, and 
storage. It also provides various development platforms for developing 
softwares that offer their programmed features to various cloud consum-
ers through service-oriented application programming interfaces (APIs). 
The programs running on cloud could be implemented using SOA-related 
technologies. A cloud user can combine the services offered by a cloud ser-
vice provider (CSP) with other in-house and public cloud services to create 
SOA-based composite applications.

6.2.1 SOA and SOC

The service-oriented computing (SOC) paradigm utilizes the services for the 
rapid and low-cost development of interoperable distributed applications in 
heterogeneous environments. In this paradigm, services are autonomous and 
platform-independent entities that can be described, published, discovered, 
and loosely coupled using various protocols and specifications. SOC makes it 
possible to create cooperating services that are loosely coupled, and these ser-
vices can be used to create dynamic business processes and agile applications 
in heterogeneous computing platforms. SOC uses the services architectural 
model of SOA as shown in Figure 6.1. This model consists of entities such as 

Service
registry

Service
provider

Service
requestor

Publish (WSDL) Find (UDDI)

Bind (SOAP/HTTP)

FIGURE 6.1
Services architectural model of SOA.
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service provider and service requestor. Service providers publish the details 
of their services in the service registry using an Extensible Markup Language 
(XML) called Web Services Description Language (WSDL). Service requestors 
find the suitable services from the service registry using specifications such 
as Universal Description, Discovery, and Integration (UDDI). Service provid-
ers and service requestors communicate with each other using protocols such 
as Simple Object Access Protocol (SOAP). SOAP allows a program or service 
running on one platform to communicate with another program or ser-
vice running on a different platform, using the Hypertext Transfer Protocol 
(HTTP) and its XML as the mechanisms for information exchange.

6.2.2 Benefits of SOA

SOA enables mutual data exchange between programs of different ven-
dors without the need for additional programming or changes to the ser-
vices. The services should be independent, and they should have standard 
interfaces that can be called to perform their tasks in a standard way. 
Also, a service need not have prior knowledge of the calling application, 
and the application does not need to have knowledge about how the tasks 
are performed by a service. Therefore, the various benefits of SOA are as 
follows:

 1. Reuse of services: Various services can be reused by different applica-
tions, which results in lower development and maintenance costs. 
Having reusable services readily available also results in quicker 
time to market.

 2. Agility: SOA can bring the architectural agility in an enterprise 
through the wide use of standards such as web services. This is the 
ability to change the business processes quickly when needed to sup-
port the change in the business activities. This agility aspect helps 
to deal with system changes using the configuration layer instead of 
redeveloping the system constantly.

 3. Monitoring: It helps to monitor the performance of various services 
to make the required changes.

 4. Extended reach: In the collaboration between enterprises or in the 
case of shared processes, it is the ability to get the service of various 
other processes for completing a particular task.

Hence, SOA can be used as an enabling technology to leverage cloud com-
puting. Cloud computing offers on-demand information technology (IT) 
resources that could be utilized by extending the SOA outside of the enter-
prise firewall to the CSPs’ domain. This is the process of SOA using cloud 
computing.
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6.2.3 Technologies Used by SOA

There are many technologies and standards used by SOA, which could also 
be utilized in the cloud computing domain for delivering services efficiently 
to cloud customers. Some of the standards or protocols are given in the 
following:

 1. Web services: Web services can implement an SOA. Web services 
make functional components or services available for access over 
the Internet, independent of the platforms and the programming 
language used. UDDI specification defines a way to publish and dis-
cover information about web services.

 2. SOAP: The SOAP protocol is used to describe the communications 
protocols.

 3. RPC: Remote procedure call (RPC) is a protocol that helps a 
program to request a service from another program located in 
another computer in a network, without the need to understand 
network details.

 4. RMI-IIOP: This denotes the Java remote method invocation (RMI) 
interface over the Internet Inter-ORB Protocol (IIOP). This proto-
col is used to deliver Common Object Request Broker Architecture 
(CORBA) distributed computing capabilities to the Java platform. 
It supports multiple platforms and programming languages and 
can be used to execute RPCs on another computer as defined 
by RMI.

 5. REST: REpresentational State Transfer (REST) is a stateless architec-
ture that runs over HTTP. It is used for effective interactions between 
clients and services.

 6. DCOM: Distributed Component Object Model (DCOM) is a set of 
Microsoft concepts and program interfaces in which client program 
can request the services from a server program running on other 
computers in a network. DCOM is based on the Component Object 
Model (COM).

 7. WCF (Microsoft implementation of web service forms a part of WCF): 
Windows Communication Foundation (WCF) provides a set of APIs 
in the .NET Framework for building connected, service-oriented 
applications.

6.2.4 Similarities and Differences between SOA and Cloud Computing

There are certain common features that SOA and cloud computing share 
while being different from one another in certain other areas.
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6.2.4.1 Similarities

Both cloud computing and SOA share some core principles. First, both rely on 
the service concept to achieve the objectives. Service is a functionality or a fea-
ture offered by one entity and used by another. For example, a service could 
be retrieving the details of the online bank account of a user. SOA and cloud 
computing use service delegation in that the required task is delegated either 
to service provider (in the case of cloud computing) or to other application or 
business components in the enterprise (in the case of SOA). Service delega-
tion helps the people to use the services without being concerned about the 
implementation and maintenance details. Services could be shared by multi-
ple applications and users, thereby achieving optimized resource utilization. 
Second, both cloud computing and SOA promote loose coupling among the 
components or services, which ensures the minimum dependencies among 
different parts of the system. This feature reduces the impact that any single 
change on one part of the system makes on the performance of the overall 
system. Loose coupling helps the implemented services to be separated and 
unaware of the underlying technology, topology, life cycle, and organiza-
tion. The various formats and protocols used in distributed computing, such 
as XML, WSDL, Interface Description Language (IDL), and Common Data 
Representation (CDR), help to achieve the encapsulation of technology dif-
ferences and heterogeneity among the various components used for combin-
ing a business solution for solving the computing problems. Various services 
should be location and technology independent in cloud computing, and SOA 
can be used for achieving this transparency in the cloud domain.

6.2.4.2 Differences

There are also some differences between the SOA and the cloud computing 
paradigm. The services in SOA mainly focus on business. Each service in SOA 
may represent one aspect of the business process. The services could be com-
bined together to provide the required complete business application or busi-
ness solution. Hence, in this sense, the services are horizontal. At the same time, 
various services in cloud computing are usually layered such as infrastructure, 
platform, or software, and the lower layer services support the upper services to 
deliver applications. Hence, the services in this case are vertical. SOA is used for 
defining the application architecture. The various components or services of the 
application are divided based on their roles in the SOA applications. That means 
the solution for a business problem could be achieved by combining the various 
abstract services performing the required functions. The services in the SOA can 
be reused by other applications. Cloud computing is a mechanism for delivering 
IT services. The various services can be divided or grouped based on their roles 
such as infrastructure, platform, or software. In this case, for utilizing the cloud 
services, the consumer does not require a problem before defining the cloud ser-
vices. The services in this case could also be reused by other applications.
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6.2.5 How SOA Meets Cloud Computing

SOA is widely considered to be an enabling technology for cloud comput-
ing. In the case of cloud computing, it requires high degree of encapsula-
tion. There should not be any hard dependencies on resource location in 
order to achieve the true virtualization and elasticity in cloud. Also, threads 
of execution of various users should be properly isolated in cloud, as any 
vulnerability will result in the information or data of one user being leaked 
into another consumer. The web services standards (WS*) used in SOA are 
also used in the cloud computing domain for solving various issues, such 
as asynchronous messaging, metadata exchange, and event handling. SOA 
is an architectural style that is really agnostic of the technology standards 
adopted in the assembly of composite applications. The service orientation 
provided by SOA helps in the software design using different pieces of 
software, each providing separate application functionalities as services 
to other applications. This feature is independent of any platform, vendor, 
or technology. Services can be combined by other software applications to 
provide the complete functionality of a large software application. SOA 
makes the cooperation of computers connected over a network easy. An 
arbitrary number of services could be run on a computer, and each service 
can communicate with any other service in the network without human 
interaction and also without the need to make any modification to the 
underlying program itself. Within an SOA, services use defined protocols 
for transferring and interpreting the messages. WSDL is used to describe 
the services. The SOAP protocol is used to describe the communications 
protocols.

SOA is an architecture, and cloud computing is an instance of architec-
ture or an architectural option, not an architecture by itself. When used 
with cloud computing, SOA helps to deliver IT resources as a service over 
the Internet, and to mix and match the resources to meet the business 
requirements. In an enterprise, the database could be hosted with one CSP, 
process server with another CSP, application development platform with 
another CSP, and web server with yet another CSP. That means the SOA can 
be extended to the cloud computing providers to provide a cost- effective 
solution in such a way that the cloud-based resources and on-premise 
resources work in tandem. SOA using cloud computing architecture pro-
vides the agility in such a way that it could easily be changed to incorporate 
the business needs since it uses services that are configured through a con-
figuration or process layer.

Cloud and SOA are considered to actually complement each other. SOA is 
an architectural style for building loosely coupled applications and allows 
their further composition. It also helps in creating the services that are shared 
and reused. Cloud computing provides repeatability and standardized easy 
access to the various shared hardware and software at low cost. In fact, it 
offers a number of X as a Service capabilities. SOA and cloud together provide 
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the required complete services-based solution. Hence, cloud and SOA are 
required to work together to provide service visibility and service manage-
ment. Service visibility and governance provide the users the functionality 
of service discovery within a cloud, and the SOA service management helps 
in managing the life cycle of services available in cloud. Thus, through the 
integration of cloud and SOA, cloud can take advantage of the SOA gover-
nance approach without the necessity for creating new governance overhead. 
Having SOA and service orientation in place, the companies or organizations 
can make adopting cloud services easier and less complex, because a cloud 
computing environment is also based on services. Both cloud and SOA are 
focused on delivering services to the business with increased agility, speed, 
and cost effectiveness.

Multitenancy is the characteristic feature of cloud computing systems. 
It should be noted that this is a feature possessed by the SOA-based systems. 
In the multitenant application, a CSP has one instance of a program or the 
application running on the server, and more than one customer at a time is 
using the copies of the application. An example is Gmail or Hotmail pro-
gram. Multitenancy improves the efficiency of the cloud system. In single-
tenant applications, only one user at a time is using the application provided 
by the service provider. An example could be a text editor application used 
by a single user at a time. In cloud, multitenant applications are preferred as 
it helps in effective resource utilization. The CSC has to trust the CSP that it 
will perform its intended tasks or functions without fail.

SOA is considered to be the ideal architecture for cloud computing. Moving 
to the cloud environment requires having a solid SOA to provide the infra-
structure required for successful cloud implementation. Cloud computing 
is a deployment architecture, and SOA is an architectural approach for how 
to architect the enterprise IT. Hence, cloud requires the service orientation 
provided by SOA [1]. With SOA already deployed and executed successfully, 
taking the full advantage of cloud computing becomes reliable, faster, and 
more secure. Figure 6.2 shows how SOA can be extended to use the cloud 
services. The perceived benefits of this integration could be improved col-
laboration, customer satisfaction, and business growth. By utilizing the SOA 
for deploying the business capabilities to the cloud environment, businesses 
can considerably improve the interactions with their business partners and 
existing customers, thereby increasing their revenues.

6.2.6 CCOA

Cloud computing open architecture (CCOA) [2] is an architecture for the cloud 
environment that incorporates the SOA. The goals of the CCOA are as follows:

 1. To develop an architecture that is reusable and scalable. That means, 
in future, the architecture should incorporate any further changes 
without the need for replacing the entire architecture.
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 2. To develop a uniform platform for the cloud application develop-
ment. This will allow the cloud users to switch between the CSPs 
without the need to make significant changes in the application.

 3. To enable the businesses to run efficiently. This goal helps the CSPs 
to make more money by delivering quality services successfully.

Hence, the CCOA provides the required general guidelines and instructions 
for the design and development of scalable, reusable, and interoperable cloud 
applications incorporating SOA principles into them.

6.3 Virtualization

Virtualization is the underlying core technology of cloud computing. It helps 
in creating a multitenant model for the cloud environment by optimizing 
the resource usage through sharing (for more details on virtualization you 
may refer Chapter 7). Benefits of virtualization include the lower costs and 
extended life of the technology, which has made it a popular option with 
small- to medium-sized businesses [3]. Using virtualization, the physical 
infrastructure owned by the service provider is shared among many users, 
increasing the resource utilization. Virtualization provides efficient resource 
utilization and increased return on investment (ROI). Ultimately, it results 
in low capital expenditures (CapEx) and operational expenditures (OpEx).

Cloud services

Internet

SOA

Cloud users

FIGURE 6.2
Convergence of SOA and cloud.
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Some of the benefits of virtualization include better utilization rate of the 
resources of the service providers, increased ROI for both the service provid-
ers and the consumers, and promotes the green IT by reducing energy wast-
age. Virtualization technology has the drawbacks of the chance of a single 
point of failure of the software achieving the virtualization and the perfor-
mance overhead of the entire system due to virtualization.

6.3.1 Approaches in Virtualization

There have been many approaches adopted in the implementation of virtu-
alization technology. Some of the important approaches are discussed in the 
following subsections.

6.3.1.1 Full Virtualization

Full virtualization uses a special kind of software called a hypervisor. The 
hypervisor interacts directly with the physical server’s hardware resources, 
such as the CPU and storage space, and acts as a platform for the virtual 
server’s OSs. It helps to keep each virtual server completely independent and 
unaware of the other virtual servers running on the physical machine. Each 
guest server or the virtual machine (VM) is able to run its own OS. That 
means one virtual server could be running on Linux and the other one could 
be running on Windows. Examples include VMWare ESX and VirtualBox. 
In the full virtualization, the guest OS is unaware of the underlying hard-
ware infrastructure. That means the guest OS is not aware of the fact that it is 
running on a virtualized platform and of the feeling that it is running on the 
real hardware. In this case, the guest OS cannot communicate directly to the 
underlying physical infrastructure. The OS needs the help of virtualization 
software hypervisors to communicate with the underlying infrastructure. 
The advantages of the full virtualization include isolation among the various 
VMs, isolation between the VMs and the hypervisor, concurrent execution of 
multiple OSs, and no change required in the guest OS. A disadvantage is that 
the overall system performance may be affected due to binary translation.

6.3.1.2 Paravirtualization

In this case, VMs do not simulate the underlying hardware, and this uses a 
special API that a modified guest OS must use. Examples include Xen and 
VMWare ESX server. In this type of virtualization, partial simulation of the 
underlying hardware infrastructure is achieved. This is also known as  partial 
virtualization or OS-assisted virtualization. This virtualization is different from 
the full virtualization in that, here, the guest OS is aware of the fact that it 
is running in a virtualized environment. In this case, hypercalls are used 
for the direct communication between the guest OS and the hypervisor. 
In paravirtualization, a modified or paravirtualized guest OS is required. 
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An advantage of this approach is that it improves the overall system perfor-
mance by eliminating the overhead of binary translation. A disadvantage 
could be that a modification of the guest OS is required.

6.3.1.3 Hardware-Assisted Virtualization

In this type of virtualization, hardware products supporting the virtualiza-
tion are used. Hardware vendors like Intel and AMD have developed pro-
cessors supporting the virtualization through the hardware extension. Intel 
has released its processor with its virtualization technology VT-x, and AMD 
have released its processor with its virtualization technology AMD-v to 
support the virtualization. An advantage of this approach could be that it 
eliminates the overhead of binary translation and paravirtualization. A dis-
advantage includes the lack of support from all vendors.

6.3.2 Hypervisor and Its Role

The concept of using VMs increases the resource utilization in a cloud com-
puting environment. Hypervisors are software tools used to create the VMs, 
and they produce the virtualization of various hardware resources such as 
CPU, storage, and networking devices. They are also called virtual machine 
monitor (VMM) or virtualization managers. They help in the virtualization 
of cloud data centers (DCs). The various hypervisors used are VMware, Xen, 
Hyper-V, KVM, etc. Hypervisors help to run multiple OSs concurrently on a 
physical system sharing its hardware. Thus, a hypervisor allows multiple OSs 
to share a single hardware host. In this case, every OS appears to have the 
host’s processor, memory, and other resources allocated solely to it. However, 
the hypervisor is actually controlling the host processor and resources and in 
turn allocates what is needed to each OS. The hypervisor also makes sure that 
the guest OSs (called VMs) do not interrupt each other. In virtualization tech-
nology, hypervisor manages multiple OSs or multiple instances of the same 
OS on a single physical computer system. Hypervisors are designed to suit a 
specific processor, and they are also called virtualization managers.

Hypervisors are of mainly two types:

 1. Type 1 hypervisor: This type of hypervisor runs directly on the host 
computer’s hardware in order to control the hardware resources 
and also to manage the guest OSs. This is also known as native or 
bare-metal hypervisors. Examples include VMware ESXi, Citrix 
XenServer, and Microsoft Hyper-V hypervisor.

 2. Type 2 hypervisor: This type of hypervisor runs within a formal OS 
environment. In this type, the hypervisor runs as a distinct second 
layer while the guest OS runs as a third layer above the hardware. 
This is also known as the hosted hypervisors. Examples include 
VMware Workstation and VirtualBox.
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6.3.3 Types of Virtualization

Depending on the resources virtualized, the process of virtualization can be 
classified into the following types.

6.3.3.1 OS Virtualization

In OS virtualization, a desktop’s main OS is moved into a virtual environ-
ment. The computer that is used by the service consumers remains on their 
desk, but the OS is hosted on a server elsewhere. Usually, there is one ver-
sion of the OS on the server, and copies of that individual OS are given to the 
individual user. Various users can then modify the OS as they wish, without 
affecting the other users.

6.3.3.2 Server Virtualization

In server virtualization, existing physical servers are moved into a virtual 
environment, which is then hosted on a physical server. Modern servers can 
host more than one server simultaneously, which allows the users to reduce 
the number of servers to be reserved for various purposes. Hence, IT and 
administrative expenditures are reduced. Server virtualization can use the 
virtual processors created from the real hardware processor present in the 
host system. The physical processor can be abstracted into a collection of 
virtual processors that could be shared by the VMs created.

6.3.3.3 Memory Virtualization

In main memory virtualization, the virtual main memory that is abstracted 
from the physical memory is allocated to various VMs to meet their memory 
requirements. The mapping of physical to virtual memory is performed by 
the hypervisor software. The main memory virtualization support is pro-
vided with the modern x86 processors. Also, the main memory consolida-
tion in the virtualized cloud DCs could be performed by the hypervisor by 
aggregating the free memory segments of various servers to create a virtual 
memory pool that could be utilized by the VMs.

6.3.3.4 Storage Virtualization

In storage virtualization, multiple physical hard drives are combined into 
a single virtualized storage environment. To various users, this is simply 
called cloud storage, and it could be a private storage, such that it is hosted 
by a company, or a public storage, such that it is hosted outside of a company 
like DropBox, or a mixed approach of the two. In the case of storage virtu-
alization, physical storage disks are abstracted to a virtual storage media. 
In cloud DCs, high availability and backup of the user’s data are achieved 
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through storage virtualization technology. Modern hypervisors help in 
achieving storage virtualization. The concept of storage virtualization is 
implemented in advance storage techniques such as storage area networks 
(SANs) and network-attached storage (NAS).

6.3.3.5 Network Virtualization

In network virtualization (NV), logical virtual networks are created from 
the underlying physical network. The physical networking components such 
as the router, switch, or network interface card could be virtualized by the 
hypervisor to create logical equivalent components. Multiple virtual net-
works can be created by using the same physical network components that 
could be used for various purposes. NV can also be achieved by combining 
various network components from multiple networks.

6.3.3.6 Application Virtualization

In application virtualization, the single application installed on the central 
server is virtualized and the various virtualized components of the applica-
tion will be given to the users requesting the services. In this case, the appli-
cation is given its own copy of components such as own registry files and 
global objects that are not shared with others. The virtual environment pre-
vents conflicts in the resource usage. An example is the Java Virtual Machine 
(JVM). In the cloud computing environment, the CSPs deliver the SaaS model 
through the application virtualization technology. In the case of application 
virtualization, the cloud users are not required to install the required appli-
cations on their individual systems. They can, in turn, get the virtualized 
copy of the application, and customize and use it for their own purposes.

6.4 Multicore Technology

In multicore technology, two or more CPUs are working together on the 
same chip. In this type of architecture, a single physical processor contains 
the core logic of two or more processors. These processors are packaged into 
a single integrated circuit (IC). These single ICs are called a die. Multicore 
technology can also refer to multiple dies packaged together. This technol-
ogy enables the system to perform more tasks with a greater overall system 
performance. It also helps in reducing the power consumption and achiev-
ing more efficient, simultaneous processing of multiple tasks. Multicore tech-
nology can be used in desktops, mobile personal computers (PCs), servers, 
and workstations. Hence, this technology is used to speed up the processing 
in a multitenant cloud environment. Multicore architecture has become the 
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recent trend of high-performance processors, and various theoretical and 
case study results illustrate that multicore architecture is scalable with the 
number of cores.

6.4.1 Multicore Processors and VM Scalability

In the multicore processor–based system for cloud, state-of-the-art computer 
architectures are used to allow multiple VMs to scale as long as the cache, 
memory, bus, and network bandwidth limits are not reached. Thus, in the 
cloud computing domain, the CPU and memory-intensive virtualized work-
loads should scale up to the maximum limits imposed by the memory archi-
tecture [4].

6.4.2 Multicore Technology and the Parallelism in Cloud

In multicore chips, multiple simpler processors are deployed instead of 
a single large one, and the parallelism becomes exposed to programmers 
[5,6]. In the processor design, the development of multicore processors has 
been a significant recent architectural development. In order to exploit this 
architectural design fully, the software running on this hardware needs to 
exhibit concurrent behavior. This fact places greater emphasis on the prin-
ciples, techniques, and technologies of concurrency. Multicore architecture 
dominates the server cloud today as it improves the speed and efficiency of 
processing in cloud. In this case, the main issue is how efficiently the multi-
core chips are used in the server clouds today in order to gain the real par-
allelism in terms of performance gain in a multitenant cloud environment 
through efficient programming.

6.4.3 Case Study

Chip-maker Intel has launched a second-generation family of system on 
chip  (SoC) for microservers [7]. A 64-bit Intel Atom C2000 SoC product is 
designed for microservers and storage and networking platforms. This is 
suitable for software-defined networking (SDN). Microservers are tiny, 
power-efficient machines designed to handle light workloads such as entry-
level web hosting. They are suited for small or temporary jobs without pro-
visioning resources from contemporary high-end servers. The Atom C2000 
is based on the Silvermont microarchitecture and is aimed at improving 
performance and energy efficiency. It features up to eight cores, up to 20 W 
TDP (Thermal Design Power), integrated Ethernet and supports up to 64 GB 
of memory. It addresses the specialized needs for securing and routing 
Internet traffic more efficiently. The web-hosting service company 1&1 has 
tested Atom C2000 as a pilot and is planning to deploy the chip in its entry-
level dedicated hosting service. Telecommunications provider Ericsson will 
also add Atom C2000 SoC to its cloud service platform.
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6.5 Memory and Storage Technologies

In the storage domain, it is seen that file-based data growth is faster than 
block-based data. Also, unstructured data growth is faster than structured 
data. Most of the organization’s data are unstructured, and more than 50% 
of new storage requirements are consumed by unstructured data such as 
e-mail, instant messaging, radio frequency identification (RFID) MP3 play-
ers, photos, medical imaging, satellite images, and GPS. Hence, the memory 
or storage solutions used in the cloud environment should support the cloud 
requirements. The cloud storage has to deal with various kinds of data such 
as medical images, MP3, photos, 3D high-definition imaging, video stream-
ing, surveillance camera captures, and film animations.

6.5.1 Cloud Storage Requirements

The storage technology or solutions used in the cloud environment should 
meet the following requirements.

 1. Scalability: The storage system should support the scalability of the 
user’s data.

 2. High availability: The degree of availability of the storage solutions 
deployed in cloud should be very high.

 3. High bandwidth: The cloud storage system should support the 
required fast data transfer rate.

 4. Constant performance: There should not be any performance issues 
associated with the cloud storage system, and the performance 
should be consistent throughout the contract period.

 5. Load balancing (LB): In order to achieve effective resource usage, the 
storage systems deployed in cloud should be intelligent enough to 
support automatic LB of the users’ data.

6.5.2 Virtualization Support

In storage virtualization, multiple network storage devices are amalgam-
ated into a single storage unit. This type of virtualization is often used in 
SAN, which is a high-speed network of shared storage devices, and the 
SAN technology makes tasks such as archiving, backup, and recovery 
processes easier and faster. Software applications are used to implement 
the storage virtualization. Storage virtualization involves the pooling of 
physical storage from various network storage devices into a single logical 
storage device, and that is managed from a centralized console. Storage 
virtualization helps in achieving the easy and efficient backup, archiving, 
and recovery processes.
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6.5.3 Storage as a Service (STaaS)

Cloud storage can be internal to the organization or it could be an external 
storage where the storage is provided by a CSP located outside the organi-
zation’s DC, which is also known as Storage as a Service (STaaS). STaaS is a 
cloud business model in which a service provider rents space in its storage 
infrastructure to various cloud users. Figure 6.3 shows the SaaS cloud model.

The subscribers of the STaaS can have significant cost savings in hardware, 
maintenance, etc. The STaaS provider agrees in the service-level agreement 
(SLA) to rent storage space on a cost-per-gigabyte-stored and cost-per-data-
transfer basis. STaaS also helps in backup, disaster recovery, business  continuity, 
and availability. Another advantage of STaaS is the capability to access the data 
stored in cloud from anywhere. Here, the storage is delivered on demand.

6.5.4 Emerging Trends and Technologies in Cloud Storage

The memory and storage technologies have been developing at a rapid pace, 
and the emerging technologies enable cloud to have a reliable, secure, and 
scalable storage system. The following are some of the developments in the 
memory and storage technologies that help the cloud system achieve its effi-
ciency [8,9]:

• Hybrid HDDs with magnetic and flash memory having second-level 
cache

• Developments in the RAID technology such as RAID 6, RAID triple 
parity, erasure coding + RAIN
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storage
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storage

FIGURE 6.3
Storage as a Service.
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• Converging of block, file, and content data in a single storage 
subsystem

• Embedded deduplication, primary storage reductions in the storage 
units

• Usage of object-based storage device (OSD)
• D-RAM SSDs and flash HDDs having the features of improved 

server utilization, much less energy consumption, being less sensi-
tive to vibration, etc.

• File virtualization or clustered NAS, which supports single 
namespace to view all files, scaling near linearly by adding nodes, 
better availability and performance, and LB. These approaches are 
best suited for seismic processing, video rendering, simulations, 
auto/aero/electronics design, etc.

The latest models of cloud storage appliances such as Whitewater cloud storage 
appliance can support up to 14.4 petabytes of logical data. These provide greater 
capacity, faster speeds, and more replication options. Disk-to-disk backup archi-
tectures have become extremely popular in the recent years. Adding the abil-
ity to integrate public cloud storage into this architecture offers an immediate 
return to operations at a disaster recovery site while capturing the cost advan-
tages of very aggressive cloud storage services such as Amazon Glacier.

6.6 Networking Technologies

In cloud, the networking features should support the effective interaction 
between the CSPs and the CSCs [10].

6.6.1 Network Requirements for Cloud

The various networking requirements in the cloud environment are the 
following:

 1. Consolidate workloads and provide Infrastructure as a Service (IaaS) to vari-
ous tenants: The network technology should enable enterprise work-
load consolidation, which reduces the management overhead and 
provides more flexibility and scalability for the management of VMs.

 2. Provide VM connectivity to physical and virtual networks: The cloud net-
work system should support programmatically managed and exten-
sible features to connect the various VMs to both virtual networks 
and the physical network. It should also enforce policy enforcement 
for security, isolation, and service levels.
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 3. Ensure connectivity and manage network bandwidth: The cloud network 
system should have the load balancing and failover (LBFO) features 
that allow server bandwidth aggregation and traffic failover.

 4. Speed application and server performance: The network and OS perfor-
mance should be improved with high-speed networking features. 
Various features and technologies such as low-latency technolo-
gies, Data Center Bridging, and Data Center Transmission Control 
Protocol (DCTCP) could be utilized to improve the performance of 
the cloud networking infrastructure.

6.6.2 Virtualization Support

In the NV network, resources are used through a logical segmentation of a 
single physical network. NV could be achieved by using software and ser-
vices to manage the sharing of storage, computing cycles, and the various 
applications. It considers all the servers and services in the network as a 
single logical collection of resources that can be accessed without consider-
ing the physical components. Hence, NV creates logical, virtual networks 
that are decoupled or separated from the underlying physical network hard-
ware to ensure that the network is better integrated with the virtual envi-
ronments. In this case, physical networking devices are simply responsible 
for the forwarding of the data packets, while the software-controlled virtual 
network provides the required abstraction that makes it easy to deploy and 
manage network services and the underlying network resources. Figure 6.4 
shows the virtualization support in the networking.

Virtual
network 2

Virtual
network 3

Virtualization layer

Physical network

Virtual
network 1 

FIGURE 6.4
Virtualization in networking.
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NV helps in the efficient utilization of network resources through logi-
cal segmentation of a single physical network. This type of virtualization 
can be used by different organizational units or departments in a com-
pany to share the company’s physical network as separate logical net-
works. Here, the total cost of capital expenditures and operating expenses 
is reduced by sharing the various network resources. In NV, secure logi-
cal separation between organizations or groups is maintained. The logi-
cal segmentation of the physical network into secure virtual networks 
could be performed by overlaying virtual private network (VPN) mecha-
nisms such as 802.1x, network admission control (NAC), generic routing 
encapsulation (GRE) tunnels, virtual routing and forwarding (VRF)-lite, 
and multiprotocol label switching (MPLS) VPNs onto the existing local 
area network (LAN).

6.6.3 Usage of Virtual Networks

NV can be used to create virtual networks within a virtualized infrastruc-
ture. This helps the NV support the complex resource requirements in mul-
titenant cloud environments. NV can facilitate a virtual network within a 
virtualized environment that is decoupled from the other network resources. 
In these virtual environments, NV can separate the data traffic into various 
zones or containers in order to ensure that the traffic is not mixed with other 
resources or the transfer of other data.

6.6.4 DCs and VPLS

Truly virtualized DCs should support effective VM migration. In a virtual-
ized DC environment, the VMs can be migrated from one server to another 
in order to improve the server utilization rate, and also to achieve effective 
LB. Virtual private LAN service (VPLS) provides the flat network and the 
long reach that could be used to connect the servers that are geographically 
apart, thereby achieving VM migration and LB.

6.6.5 SDN

SDN is an approach to networking in which control is decoupled from net-
working hardware and given to a software application called a controller. 
In a conventional network, when a data packet arrives at a switch, rules built 
into the switch’s firmware guide the switch in forwarding the data packet. 
In a software-defined network, a network administrator can control traffic 
from a centralized control console without having to deal with individual 
switches. The administrator can change any network switch’s rules when 
necessary such as blocking specific types of packets. This is extremely help-
ful in cloud computing environment that has a multitenant architecture as 
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it gives the required flexibility and efficiency for the administrator to man-
age traffic loads. Nowadays, the software-defined network could be created 
using open standard specifications such as OpenFlow, which allows the net-
work administrators to control routing tables remotely. This could be used 
in cloud environment for applications that require bandwidth and delay 
guarantees. Intel has launched Ethernet Switch FM5224 silicon designed to 
facilitate SDN and to improve compute density and power efficiency.

6.6.6 MPLS

MPLS is a switching mechanism in high-performance telecommunication 
networks that directs data from one network node to another based on short 
path labels rather than long network addresses. MPLS sets up a specific path 
for a given data packet that is identified by a label put in each packet. The 
various labels identify virtual links or paths between distant nodes rather 
than end points. This reduces the time needed for a router to look up the 
address to the next node in data forwarding. MPLS is called multiprotocol 
because it can be used to encapsulate data packets of different network pro-
tocols and technologies such as the Internet Protocol (IP), Asynchronous 
Transport Mode (ATM), and frame relay network protocols. Thus, MPLS 
increases the network speed and its manageability.

6.6.7 Other Emerging Networking Trends and Technologies in Cloud

For high bandwidth and ultralow latency in cloud computing, dense wave-
length division multiplexing (DWDM) appears to be very promising as a 
future high-performance WAN transport technology. DWDM is protocol 
and bit-rate independent, and also it can multiplex multiple optical signals. 
Researchers are working in new wide area network (WAN) networking tech-
nologies such as Lambda networking that promises low-cost, high-capacity 
circuits in networking. Inside a cloud DC, various network servers, storage 
systems, network nodes, and other elements are interconnected. Three LAN 
networking technologies, namely Ethernet, FiberChannel, and InifiBand, are 
used in the DCs [11]. Ten GB Ethernet (10GBE) equipment and networks are 
widely used. FiberChannel is suitable for scientific computing and SANs, 
and InifiBand is almost exclusively deployed in scientific and engineering 
simulation networks, for example, using clustered servers.

Large cloud DCs support tens of thousands of servers, exabytes of storage, 
terabits per second of traffic, and tens of thousands of tenants [12]. In a DC, 
server and storage resources are interconnected with packet switches and 
routers that provide for the bandwidth and multitenant virtual networking 
needs. DCs are interconnected across the WAN via routing and transport 
technologies to provide a pool of resources, known as cloud. High-speed 
optical interfaces and DWDM optical transport are used to provide for high-
capacity transport intra- and inter-DCs.
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Private DCs are interconnected through an enterprise-dedicated private 
network or VPN. Public DCs are connected through the Internet, and they 
offer multitenant Internet-based services. Virtual private DCs could be built 
using a common DC infrastructure provided by an IaaS provider. The under-
lying network for a virtual private DC provides the tenant network isolation 
and privacy features. Cloud services could be built by interconnecting DCs 
and utilizing the collective set of resources in these DCs as a resource pool.

Virtualization technology is used to create a VM on a server with dedicated 
CPU cycles, memory, storage, and input/output (I/O) bandwidth. Multiple 
VMs for various tenants can be created on the same physical server. A ten-
ant in the cloud environment may also be provided a set of VMs residing on 
servers distributed throughout a DC or even across various DCs. NV is used 
as an evolving technology to create intra- and inter-DC networks from the 
basic virtual local area network (VLAN) and IP routing architecture. This 
helps to support a large number of tenants and enables networking among 
their virtualized resources. In the case of large bandwidth requirements such 
as dealing with large blocks of data and video among DCs, a DC intercon-
nection may utilize an optical transport mechanism. Various network ser-
vices such as firewalling (FW), service LB, and network address translation 
(NAT) are provided as part of a tenant virtual network.

VPN technologies are used to carry both Ethernet and IP customer traf-
fic across service provider IP/MPLS networks using tunneling technologies 
such as IP or MPLS. This helps to achieve the isolation among the customers, 
and these technologies can be utilized in the cloud domain. In a shared IP/
MPLS packet-switched network (PSN), VPLS could be utilized to provide 
a transparent LAN service. Border Gateway Protocol (BGP) and MPLS IP 
VPNs [13] are used for providing private customer IP routing over a shared 
IP/MPLS PSN. Ethernet VPN (EVPN) [14] is an emerging technology aiming 
to provide Ethernet LAN service over an IP/MPLS PSN. In cloud computing 
environments, larger switches, higher-speed Ethernet interfaces, and DWDM 
transport address the bandwidth requirements. Also, evolving packet tech-
nologies such as VXLAN as well as Ethernet and IP VPNs are used to create 
the next-generation DC networking paradigm. Various networking proto-
cols, standards, and technologies are rapidly advancing to meet the require-
ments of the inter- and intra-DC networks in the cloud domain.

6.7 Web 2.0

Web 2.0 (or Web 2) is the popular term given to the advanced Internet tech-
nology and applications that include blogs, wikis, really simple syndication 
(RSS), and social bookmarking. The two major contributors of Web 2.0 are 
the technological advances enabled by Ajax and other applications such as 
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RSS and Eclipse that support the user interaction and their empowerment 
in dealing with the web. The term was coined by Tim O’Reilly, following a 
conference dealing with next-generation web concepts and issues held by 
O’Reilly Media and MediaLive International in 2004. One of the most sig-
nificant differences between Web 2.0 and the traditional World Wide Web 
(referred to as Web 1.0) is that Web 2.0 facilitates greater collaboration and 
information sharing among Internet users, content providers, and enter-
prises. Hence, in that sense, this can be considered as a migration from the 
read-only web to a read/write web.

As an example for this paradigm, multiple-vendor online book outlets 
such as BookFinder4U allow the users to upload book reviews to the site 
and also help the users find rare and out-of-print books at a reasonable 
price. In another example, dynamic encyclopedias such as Wikipedia per-
mit users not only to read the stored information but also to create and edit 
the contents of the information database in multiple languages. Internet 
forums such as blogging have become more popular and extensive and 
have led to the proliferation and sharing of information and views. Also, 
RSS feeds have been used for the dissemination of news across users and 
websites.

The main focus of Web 2.0 is to provide the web users the ability to share 
and distribute information online with other users and sites. It refers to 
the transition from the static HTML web pages to a more dynamic web for 
serving web applications to users effectively. A Web 2.0 site such as a social 
networking site allows its users to interact with each other in a social media 
dialogue, in contrast to websites where people are restricted to the passive 
viewing of information [15]. Common examples of Web 2.0 include social 
networking sites, blogs, wikis, video-sharing sites, and any other hosted 
services or web applications that allow dynamic sharing of information 
among users. Also, Web 2.0 technologies can be used as interactive tools 
to provide feedback on contents or information provided in the web page 
such as the best practices and recent updates. This feedback will help the 
service providers to improve the quality of their services and thereby the 
business values.

Cloud computing is closely related to the SOA of Web 2.0 and virtual-
ization [16] of hardware and software resources. Cloud computing makes 
it possible to build applications and services that can run/execute utilizing 
the resources (hardware and software) provided by the service providers, 
without restricting the application developers or consumers to the resources 
available on premise.

6.7.1 Characteristics of Web 2.0

In Web 2.0 websites, as already mentioned, instead of merely reading the con-
tents from a web page, a user is allowed to write or contribute to the content 
available to everyone in an effective and user-friendly manner. Web 2.0 is 
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also called network as a platform computing as it provides software, computing, 
and storage facilities to the user all through the browser. The major applica-
tions of Web 2.0 include social networking sites, self-publishing platforms, 
tagging, and social bookmarking.

The key features of Web 2.0 include the following:

• Folksonomy
• Rich user experience
• User as a contributor
• User participation
• Dispersion

Folksonomy allows the free classification of information available on the 
web, which helps the users to collectively classify and find information using 
approaches such as tagging. Rich user experience is provided because of the 
dynamic content offered on the web that is responsive to user input in a user-
friendly manner. Web 2.0 allows a web user to assume the role of information 
contributor as information flows in two ways, that is, between site owner and 
site user by means of evaluation, review, and feedback. This paradigm also 
facilitates user participation as site users are allowed to add content for oth-
ers to see (e.g., crowdsourcing). The contributions made by the individual 
users are available for other users to use and reuse as the web contents. Also, 
multiple channels are used for content delivery among the users.

Some of the characteristic features of Web 2.0 are as follows [17]:

 1. Blogging: Blogging allows a user to make a post to a web log or a 
blog. A blog is a journal, diary, or a personal website that is main-
tained on the Internet, and it is updated frequently by the user. Blogs 
increase user interactivity by including features such as comments 
and links.

 2. Usage of Ajax and other new technologies: Ajax is a way of developing 
web applications that combines XHTML and CSS standards–based 
presentation. It allows the interaction with the web page through the 
DOM and data interchange with XML and XSLT.

 3. RSS-generated syndication: RSS is a format for syndicating web con-
tent. It allows to feed the freshly published web content to the users 
through the RSS reader/aggregator.

 4. Social bookmarking: Social bookmarking is a user-defined taxonomy 
system for storing tags to web contents. The taxonomy is also called 
folksonomy, and the bookmarks are referred to as tags. Instead of 
storing bookmarks in a folder on the user’s computer, tagged pages 
are stored on the web increasing the accessibility from any computer 
connected to the Internet.
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 5. Mash-ups: A mash-up is a web page or an application that can inte-
grate information from two or more sources. Development method-
ologies using Ajax can be used to create mash-ups. It helps to create 
a more interactive and participatory web with user-defined contents 
and services integrated.

6.7.2 Difference between Web 1.0 and Web 2.0

Some of the differences between Web 1.0 and Web 2.0 are shown in Table 6.1.

6.7.3 Applications of Web 2.0

Web 2.0 finds applications in different fields. Some of the applications of Web 
2.0 are discussed in the following subsections.

6.7.3.1 Social Media

Social web is an important application of Web 2.0 as it provides a fundamental 
shift in the way people communicate and share information. The social web 
offers a number of online tools and platforms that could be used by the users 
to share their data, perspectives, and opinions among other user communities.

6.7.3.2 Marketing

Web 2.0 offers excellent opportunities for marketing by engaging customers 
in various stages of the product development cycle. It allows the marketers 
to collaborate with consumers on various aspects such as product develop-
ment, service enhancement, and promotion. Collaboration with the business 
partners and consumers can be improved by the companies by utilizing the 
tools provided by the Web 2.0 paradigm. Consumer-oriented companies use 
networks such as Twitter, Yelp, and Facebook as common elements of mul-
tichannel promotion of their products. Social networks have become more 
intuitive and user friendly and can be utilized to disseminate the product 
information so as to reach the maximum number of prospective product 
consumers in an efficient manner.

TABLE 6.1

Differences between Web 1.0 and Web 2.0

Feature Web 1.0 Web 2.0

Authoring mechanism Personal websites Blogging
Information sources Britannica Online Wikipedia
Content creation and maintenance Via CMS Via wikis
Data storage Local disk Online disk
Online advertising Banners Google AdSense
Online payment Bank account PayPal
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6.7.3.3 Education

Web 2.0 technologies can help the education scenario by providing students 
and faculty with more opportunities to interact and collaborate with their 
peers. Effective knowledge discovery is possible with the features offered by 
the Web 2.0 such as greater customization and choice of topics, and less dis-
traction from their peers. By utilizing the tools of Web 2.0, the students get 
the opportunity to share what they learn with other peers by collaborating 
with them.

6.7.4 Web 2.0 and Cloud Computing

In Web 2.0, the metadata describing the web content is written in languages 
such as XML, which can be read and processed by the computers auto-
matically. Various XML-based web protocols such as SOAP, WSDL, and 
UDDI help to integrate applications developed using different program-
ming languages utilizing heterogeneous computing platforms and OSs. 
Relying on this capability of data integration and data exchange across 
heterogeneous applications, new business models of application develop-
ment, deployment, and delivery over the Internet have been conceptual-
ized and implemented. That means the applications can be hosted on the 
web and accessed by geographically separated clients over the Internet. 
Web services are such interoperable applications or services hosted on the 
web for remote use by multiple clients with heterogeneous platforms, and 
they can even be discovered dynamically on the fly with no prior knowl-
edge of their existence.

In the business model of cloud computing, the application development 
infrastructures such as processors, storage, memory, OS, and application 
development tools and software can be accessed by the clients as services 
over the Internet in a pay-per-use model. In this model of service deliv-
ery, a huge pool of physical resources hosted on the web by the service 
providers will be shared by multiple clients as and when required. Cloud 
computing is based on the SOA of Web 2.0 and virtualization [16,18] of 
hardware and software resources stored hosted by the service providers. 
Hence, cloud computing is considered as the future of Internet comput-
ing because of the advantages offered by this business model such as 
no capital expenditure, speed of application deployment, shorter time to 
market, lower cost of operation, and easier maintenance of resources for 
the clients.

The success of online social networks and other Web 2.0 functionalities 
encouraged many SaaS applications to offer features that let its users work 
together, and distribute and share data and information. Cloud comput-
ing is a platform that helps individuals and enterprises to access hardware, 
software, and data resources using the Internet for most of their computing 
needs [19].
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6.8 Web 3.0

The name Web 3.0 was given by John Markoff of The New York Times to this 
third-generation of the web. The first two generations of the web were called 
Web 1.0 and Web 2.0 [20]. The three technologies could be briefly described 
as follows:

Web 1.0: Web 1.0 was the first generation of the Web in which the main 
focus was building the web, making it accessible, and also commer-
cializing it. The key areas of interest in Web 1.0 included protocols 
such as HTTP, open standard markup languages such as HTML and 
XML, Internet access through ISPs, the first web browsers, platforms 
and tools for web development, web-development software languages 
such as Java and Javascript, and the commercialization of the web.

Web 2.0: The phrase Web 2.0 was coined by O’Reilly and it refers to 
the second generation of Internet-based services, such as social net-
working sites, wikis, and communication tools, that facilitate online 
collaboration and sharing among various users.

Web 3.0: John Markoff of The New York Times coined the term Web 3.0 
and it refers to the third generation of Internet-based services that 
is collectively called the intelligent web. Web 3.0 includes services on 
the Internet that use technologies such as semantic web, natural 
language search, machine learning, recommendation agents, and 
artificial intelligence to achieve machine-facilitated understanding 
of information in order to provide a more productive and intuitive 
experience to the web users.

Web 2.0 technology allows the use of read/write web, blogs, interactive web 
applications, rich media, tagging or folksonomy while sharing content, and 
also social networking sites focusing on communities [21]. At the same time, 
the Web 3.0 standard uses semantic web technology, drag and drop mash-ups, 
widgets, user behavior, user engagement, and consolidation of dynamic web 
contents depending on the interest of the individual users. Web 3.0 uses the 
Data Web technology, which features the data records that are publishable and 
reusable on the web through query-able formats such as Resource Description 
Framework (RDF), XML, and microformats. It is an important component facili-
tating the semantic web, which enables new levels of application interoperability 
and data integration among various application and services, and also makes 
data dynamically linkable and accessible in the form of web pages. The complete 
semantic web stage expands the scope of both structured and unstructured con-
tents through the use of Web Ontology Language (OWL) and RDF semantics.

The Web 3.0 standard also incorporates the latest researches in the field of 
artificial intelligence. The wide usage of the technology is promptly visible 
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in the case of an application that makes hit-song predictions based on user 
feedback from music websites hosted by various colleges on the Internet. 
Web 3.0 achieves the intelligence in an organic fashion through the interac-
tion of the web users. Thus, Web 3.0 makes it possible for an application to 
think on its own with the data available to make certain decisions, and it also 
allows to connect one application to another dynamically depending on the 
context of usage. An example of a typical Web 3.0 application is the one that 
uses content management systems along with artificial intelligence. These 
systems are capable of answering the questions posed by the users, because 
the application is able to think on its own and find the most probable answer, 
depending on the context, to the query submitted by the user. In this way, 
Web 3.0 can also be described as a machine to user standard in the Internet.

6.8.1 Components of Web 3.0

The term Web 3.0, also known as the semantic web, describes sites wherein the 
computers will be generating raw data on their own without direct user inter-
action. Web 3.0 is considered as the next logical step in the evolution of the 
Internet and web technologies. For Web 1.0 and Web 2.0, the Internet is con-
fined within the physical walls of the computer, but as more and more devices 
such as smartphones, cars, and other household appliances become connected 
to the web, the Internet will be omnipresent and could be utilized in the most 
efficient manner. In this case, various devices will be able to exchange data 
among one another and they will even generate new information from raw 
data (e.g., a music site, Last.fm, will be able to anticipate the type of music the 
user likes depending on his previous song selections). Hence, the Internet will 
be able to perform the user tasks in a faster and more efficient way, such as the 
case of search engines being able to search for the actual interests of the indi-
vidual users and not just based on the keyword typed into the search engines.

Web 3.0 embeds intelligence in the entire web domain. It deploys web 
robots that are smart enough of taking decisions in the absence of any user 
interference. If Web 2.0 can be called a read/write web, Web 3.0 will surely be 
called a read/write/execute web. The two major components forming the basis 
of Web 3.0 are the following:

 1. Semantic web
 2. Web services

6.8.1.1 Semantic Web

The semantic web provides the web user a common framework that could be 
used to share and reuse the data across various applications, enterprises, and 
community boundaries [22]. The semantic web is a vision of IT that allows 
the data and information to be readily interpreted by machines, so that the 
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machines are able to take contextual decisions on their own by finding, com-
bining, and acting upon relevant information on the web. The semantic web, 
as originally envisioned, is a system enabling the machines to understand 
the context and meaning of complex human requests and respond to them 
appropriately. Also, the semantic web is considered as an integrator of con-
tents or information across different applications and systems.

Web 1.0 represents the first implementation of the web, which, according 
to Berners-Lee, could be considered as the read-only web. This means that the 
early web allowed the users to search for the required information and read 
from it. There was very little user interaction or content contribution in this 
case. The website owners achieved their goal of establishing the online pres-
ence and making their information available to all at any time [23].

One of the biggest challenges of presenting information on the web is that 
web applications are not able to associate the context information to the data, 
and as a result, they cannot really understand what is relevant and what is not. 
Through the use of some sort of semantic markup, or data interchange formats, 
data could be represented in a form that is not only accessible to humans via 
natural language but also able to be understood and interpreted by software 
applications. Formatting the data to be understood by software agents is empha-
sized by the execute portion of the read/write/execute definition of Web 3.0.

6.8.1.2 Web Services

A web service is a software system that supports computer-to-computer 
interaction over the Internet. Web services are usually represented as APIs. 
For example, the popular photography-sharing website Flickr provides a 
web service that could be utilized by the developers to programmatically 
interface with Flickr in order to search for images. Currently, thousands of 
web services are available for users, and they form an important component 
in the context of Web 3.0. By the combination of semantic markup and web 
services, the Web 3.0 paradigm promises the potential for applications that 
can communicate to each other directly and also facilitates broader searches 
for information through simpler interfaces.

6.8.2 Characteristics of Web 3.0

Web 3.0 could be considered as the third generation of the web and it is enabled 
by the convergence of several key emerging technology trends as discussed 
earlier. The major characteristics of this paradigm are the following [24]:

• Ubiquitous connectivity
• Network computing
• Open technologies
• Open identity
• The intelligent web
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The Web 3.0 technology enables the continuous connectivity of the user 
requesting services with various services available through the usage of 
mobile devices and mobile Internet access with broadband adoption. The 
Web 3.0 technology enables the Software-as-a-Service (SaaS) business 
model in cloud computing. Web 3.0 also makes the various web services 
interoperable by providing open standards. Web 3.0 helps in the creation 
and usage of open APIs and protocols for service composition and com-
munication. Open data formats and open-source software platforms 
are supported for the development and use of various applications and 
services. Web 3.0 also enables the use of open-identity protocols such as 
OpenID, which helps to port the user account from one service to another 
effectively.

Web 3.0 supports semantic web technologies (RDF, OWL, SWRL, SPARQL, 
semantic application platforms, and statement-based datastores such as tri-
plestores, tuplestores, and associative databases) and distributed databases 
(wide-area distributed database interoperability enabled by semantic web 
technologies). Also, intelligent applications (using the concepts of natural 
language processing, machine learning, machine reasoning, and autono-
mous agents) are created, and their effective communication is made possi-
ble. Hence, Web 3.0 helps to achieve a more connected, open, and intelligent 
web utilizing the aforementioned technologies.

6.8.3 Convergence of Cloud and Web 3.0

The concepts of Web 2.0 and Web 3.0 could be utilized to implement the web 
as a platform, which forms the basis for the effective delivery and utilization 
of cloud services [25]. The evolution of Web 3.0 with its enriched capabili-
ties such as personalization, data portability, and user-centric identity pro-
vided enough opportunities for enterprises and individuals to generate and 
use the web contents in a more effective manner, which in turn increased 
the performance of cloud computing services. Thus, the Web 3.0 paradigm 
has changed the mode of computing by enabling the service consumers to 
tap into software and services located in the DCs of service providers rather 
than confining to the services available on a user’s PC. Hence, with the Web 
3.0 features, the users could store their data and applications in cloud and 
subscribe to the cloud services as and when needed. Also, the cloud services 
could be accessed through various devices other than the PC, and the infor-
mation or the services are made available to various users while moving 
from one device to another.

With the introduction of Web 2.0, the Internet has been utilized much 
more than making an online purchase. It has become a gathering place 
where social communities are formed, personal information is shared, and 
people dialogue and reconnect with old acquaintances. The launch of social 
networking sites such as Twitter and Facebook has been a huge success 
among end users. Because of their ever-growing customer base, these highly 
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interactive social networking sites are used as popular e-marketing tools by 
business vendors to reach consumers and promote their products through 
inexpensive and creative ways.

6.8.4 Case Studies in Cloud and Web 3.0

Web 3.0 represents the next generation of web technology that helps achieve 
an unprecedented level of intelligence and interaction in computing systems 
and applications. Smarter computing capabilities will be introduced into the 
web applications in order to perform complex tasks that previously required 
human interaction for the purposes of understanding and reasoning. With 
this technology, the various computing tasks could be completed at an enor-
mous scale and efficiency. Today, service providers such as Facebook use 
these technologies in effective ways. They introduce a variety of innovative 
capabilities including faster access to the information stored in their DC uti-
lizing the highly intelligent decision-making applications. Some examples 
are given in the following subsections [26].

6.8.4.1 Connecting Information: Facebook

The Facebook Open Graph is a great example for the scalability feature 
offered by Web 3.0. Open Graph includes a format for marking up web pages 
based on the RDF and the semantic web data model so that anybody using 
a website can incorporate Facebook’s markup to define what that site is all 
about. This goes beyond basic metadata processing because the descriptions 
enable the web users to find and connect with their friends who share simi-
lar interests. The Like button provided by Facebook could be considered as 
a simple manifestation of all these because a single click can offer the ana-
lysts an invaluable amount of information that could later be used for fur-
ther communication with friends and also to make recommendations and 
discoveries.

6.8.4.2 Search Optimization and Web Commerce: Best Buy

One of the major benefits of Web 3.0 is more relevant search results. In 
the case of Web commerce, this means that additional information can be 
incorporated into product descriptions and online ads in order to make 
them easier for search engines to find. Best Buy is a frontrunner in using 
this technology to leverage its e-commerce efforts. It is using RDFa (RDF 
in attributes, which adds a set of XHTML attributes) markup and the 
GoodRelations vocabulary so that more targeted search results are pro-
duced for shoppers looking for various products. So far, some internal 
company audit measures suggest that this approach has increased the 
consumer traffic by 30%.
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6.8.4.3 Understanding Text: Millward Brown

Web 3.0 is ideally suited for the management and analysis of various docu-
ments and information because it enables computing system to quickly pro-
cess large amounts of text and extract the meaning from them. Sentiment 
analysis could be considered as a good example for this, which involves 
the measurement of how various customers feel about an organization, as 
expressed through surveys, blogs, online forums, and social networks. The 
global research agency Millward Brown, which works with Fortune 500 
companies for developing their branding strategies, uses Web 3.0 technolo-
gies from OpenAmplify to identify the strategically meaningful information 
extracted from customer feedback. This information could then be used to 
drive marketing messages and also to improve public relations efforts, pric-
ing strategies, and service responses of the companies.

6.9 Software Process Models for Cloud

The success or quality of a software project is measured by whether it is devel-
oped within time and budget and by its efficiency, usability, dependability, 
and maintainability [27,28]. The whole development process of software from 
its conceptualization to operation and retirement is called the software devel-
opment life cycle (SDLC). SDLC goes through several framework activities like 
requirements gathering, planning, design,  coding, testing, deployment, main-
tenance, and retirement. These activities are synchronized in accordance to 
the process model adopted for a particular  software development.

There are many process models to choose from, depending on the size of 
the project, delivery time requirement, and type of the project. For example, 
the process model selected for the development of an avionic embedded sys-
tem will be different from the one selected for the development of a web 
application.

6.9.1 Types of Software Models

There are various software development models or methodologies such as 
waterfall, V, incremental, RAD, agile, iterative, and spiral. They are discussed 
in the following.

6.9.1.1 Waterfall Model

This is the most common life cycle model and is also referred to as a 
 linear-sequential life cycle model. In a waterfall model, each phase must be 
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completed in its entirety before the next phase begins. At the end of each 
phase, a review takes place to determine if the project is on the right path and 
whether or not to continue the project.

6.9.1.2 V Model

V model means verification and validation model. Just like the waterfall 
model, the V model is a sequential path of execution of processes. Each phase 
must be completed before the next phase begins. Testing of the product is 
planned in parallel with a corresponding phase of development.

6.9.1.3 Incremental Model

The incremental model is an intuitive approach to the waterfall model. 
Multiple development cycles take place here, making the life cycle a multi-
waterfall cycle. The cycles are divided into smaller, more easily managed 
iterations. The iterations pass through the requirements, design, implemen-
tation, and testing phases, and during the first iteration, a working version of 
the software is generated.

6.9.1.4 RAD Model

The rapid application development (RAD) model is a type of incremental 
model. In the RAD model, the functions or components are generated in 
parallel, and these generated outcomes are timeboxed, delivered, and then 
combined to a working prototype. This can quickly give the customer some-
thing to operate and to give feedback about the requirements.

6.9.1.5 Agile Model

The agile model is also an incremental model where the software is devel-
oped in rapid, incremental cycles. The development results in tiny incremen-
tal releases and is based on previously built functionality and is carefully 
tested to ensure software quality. In time-critical applications, this model is 
preferred more. Extreme programming (XP) is one popular example of this 
developmental life cycle model.

6.9.1.6 Iterative Model

It does not start with a full specification of requirements, but it begins 
by specifying and implementing just a part of the software, which can 
then be reviewed in order to identify further requirements. This process 
is then repeated, producing a new version of the software for each cycle 
of the model.
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6.9.1.7 Spiral Model

The spiral model is similar to the incremental model, with more emphasis 
on the risk analysis. The spiral model has four phases: planning, risk analy-
sis, engineering, and evaluation. In this model, a software project repeatedly 
passes through these phases in iterations called spirals. The baseline spiral 
starts at the planning phase, requirements are gathered, and risk is assessed. 
Each subsequent spiral builds on the baseline spiral.

6.9.2 Agile SDLC for Cloud Computing

In the rapidly changing computing environment in web services and cloud 
platforms, software development is going to be very challenging [29]. 
Software development process will involve heterogeneous platforms, dis-
tributed web services, and multiple enterprises geographically dispersed 
all over the world. Existing software process models and framework activi-
ties are not adequate unless interaction with cloud providers is included. 
Requirements gathering phase so far included customers, users, and soft-
ware engineers. Now, it has to include the cloud providers as well, as they 
will be providing the computing infrastructure and its maintenance. As 
only the cloud providers will know the size, architectural details, virtualiza-
tion strategy, and resource utilization of the infrastructure, they should also 
be included in the planning and design phases of software development. 
Coding and testing can be done on the cloud platform, which is a huge ben-
efit as everybody will have easy access to the software being built. This will 
reduce the cost and time for testing and validation.

In the cloud environment, software developers can use the web services 
and open-source software freely available from the cloud instead of procuring 
them. Software developers build software from readily available components 
rather than writing it all and building a monolithic application. Refactoring of 
existing application is required to best utilize the cloud infrastructure architec-
ture in a cost-effective way. In the latest hardware technology, the computers 
are multicore and networked and the software engineers should train them-
selves in parallel and distributed computing to complement these advances of 
hardware and network technology. Cloud providers will insist that software 
should be as modular as possible for occasional migration from one server to 
another for LB as required by the cloud provider [30].

SDLC is a framework that defines tasks to be performed at each step in the 
software development process [31]. Cloud computing provides an almost instant 
access to the software and development environments, by providing mul-
titenancy of the virtualized servers and other IT infrastructures. Specifically, 
Platform as a Service (PaaS), the development platform environment in the 
cloud, encourages the use of agile methodologies. Agile and PaaS together add 
great value to the SDLC processes. They help in reducing costs for enterprises 
in the long run and help in increasing developer productivity at the same time.
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6.9.2.1 Features of Cloud SDLC

SDLC for cloud computing is different from the traditional SDLC in the fol-
lowing ways:

 1. Inclination toward agile methodologies: Cloud SDLC can utilize meth-
odologies such as agile SDLC. These are designed for iterative 
approach to development and fast deployment life cycles.

 2. Customizable SDLC framework for different stages: Cloud computing 
SDLC must have the capabilities to be customized according to 
the requirements of the project. In other words, the elasticity and 
robustness of cloud computing environment can be best utilized if 
the SDLCs for cloud are customizable.

 3. Installation and configuration guidelines: SDLC for cloud must pro-
vide implementation approach and guidelines for installation and 
 configuration of the cloud depending on its size. The guidelines 
must ensure that installation and configuration of infrastructure 
and application environment are completed appropriately for dif-
ferent stages of SDLC including operations and maintenance. These 
guidelines are the key to differentiating SDLC for cloud from 
traditional SDLC.

6.9.3 Agile Software Development Process

More than 50% of software projects fail due to various reasons like sched-
ule and budget slippage, non-user-friendly interface of the software, and 
nonflexibility for maintenance and change of the software [29]. The reason 
for all these problems is lack of communication and coordination between 
all the parties involved. Requirement changes of a software are the major 
cause of increased complexity, schedule, and budget slippage. Incorporating 
changes at a later stage of SDLC increases cost of the project exponentially. 
Adding more programmers at a later stage does not solve the schedule prob-
lem as increased coordination requirement slows down the project further. 
It is very important that requirements gathering, planning, and design of the 
software are done involving all the concerned parties from the beginning of 
the project.

That is why several agile process models like XP, Scrum, Crystal, and 
Adaptive have been introduced in the mid-1990s to accommodate continu-
ous changes in requirements during the development of the software. These 
agile process models have shorter development cycles where small pieces 
of work are timeboxed, developed, and released for customer feedback, veri-
fication, and validation iteratively. One timebox takes a few weeks up to a 
month. The agile process model is communication intensive. It eliminates the 
exponential increase in cost to incorporate changes as in the waterfall model, 
by keeping the customer involved throughout the development process and 
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validating small pieces of work by them iteratively. These agile process mod-
els work better for most of the software projects as changes are inevitable 
and responding to the change is key to the success of a project.

Since agile development was invented in the mid-1990s, it has revo-
lutionized how software is created by emphasizing short development 
cycles based on fast customer feedback [32]. As the developers are look-
ing for shorter time period, major new releases are delivered on time. 
Developers using this methodology call the process continuous improve-
ment. But for much of its history, agile development was missing a crucial 
component: a development platform that supports the rapid development 
cycles that make the methodology work. In traditional software envi-
ronments, new software distribution is an ordeal that requires patches, 
reinstallation, and help from the support team. In such an environment, 
months or even years are needed to get a new distribution into the hands 
of users. Incorporating their feedback into the next release then requires 
comparable time.

6.9.4 Advantages of Agile Model

Agile software process offers the following advantages compared to tradi-
tional software development models [33]:

 1. Faster time to market: Since the software is developed using lesser 
time in the agile process model, it reduces the time an organization 
takes to launch the product into the market.

 2. Quick ROI: Since an organization is able launch the product in lesser 
time, it generates quick ROI.

 3. Shorter release cycles: Agile process ensures that the software product 
is released in shorter cycles compared to traditional software devel-
opment models.

 4. Better quality: Since the agile development model ensures the maxi-
mum interaction among the stakeholders during the entire process 
of development, it increases the overall quality of the product.

 5. Better adaptability and responsiveness to business changing requirements: 
Since the agile process model is adaptive to incorporate changes 
in the requirements any time during the development process, 
it increases the responsiveness to changing requirements of the 
business.

 6. Early detection of failure/failing projects: Agile process model involves 
the maximum interaction among the stakeholders, and the testing 
phase is not delayed till the entire software development process 
is complete. This helps in the early detection of failure/failing 
projects.
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6.9.5 How Cloud Meets Agile Process?

The cloud development use case encompasses the flow of defects/require-
ments through phases of development/builds/tests and back to submission 
of new requirements or defects by various stakeholders. Automation at any 
point possible is a key capability, including the ability to turn on and rip down 
virtual or physical systems as needed, in a cloud. Continuous integration is 
a key concept to agile practices. It is based on the philosophy of why wait 
until the end of the project to see if all pieces of the system will work? Every 
few hours the system should be fully integrated, but tested with all the latest 
changes, so the adjustments can be made [34].

It is here that cloud computing makes a substantial difference [32]. Cloud 
computing eliminates the cumbersome distribution requirements that can 
bring agile development to a crawl. There are no patches to distribute and 
no reinstallations needed. With cloud computing, new distributions are 
installed on hosted servers and made available to users immediately. As a 
result, it is possible that the application being run today was modified just 
the night before. One of the best examples of bringing together agile devel-
opment and cloud computing is the experience of Salesforce.com where, in 
late 2006, the R&D team moved to agile development.

6.9.5.1 Six Ways the Cloud Enhances Agile Software Development

Cloud computing and virtualization allow the creation of VMs and use of 
cloud-based services for project management, issue management, and soft-
ware builds with automated testing. This, in turn, encourages agile devel-
opment in six key ways. Cloud computing and virtualization make it easy 
for agile development teams to seamlessly combine multiple development, 
test, and production environments with other cloud services. Here are six 
important ways in which cloud computing and virtualization enhance agile 
software development [35]:

 1. Cloud computing provides an unlimited number of testing and staging 
 servers:  When agile development is used without virtualization or 
clouds, development teams are limited to one physical server per 
development, staging, and production server need. However, when 
VMs or cloud instances are used, development teams have practically 
an unlimited number of servers available to them. They do not need to 
wait for physical servers to become free to begin or continue their work.

 2. It turns agile development into a truly parallel activity: Even in agile 
development, a developer may experience delays in provisioning 
server instances and in installing necessary underlying platforms 
such as database software. Agile development teams can provision 
the servers they need quickly themselves, rather than wait for IT 
operations to do it for them.
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 3. It encourages innovation and experimentation: Being able to spawn as 
many instances as needed enables agile development groups to 
innovate. If a feature or a story looks interesting, a team can spawn 
a development instance quickly to code it and test it out. There is no 
need to wait for the next build or release, as is the case when a lim-
ited number of physical servers are available. When adding cloud 
computing to agile development, builds are faster and less painful, 
which encourages experimentation.

 4. It enhances continuous integration and delivery: Having a large number 
of VMs available to the agile development group in its own cloud or 
on the public cloud greatly enhances the speed of continuous inte-
gration and delivery.

 5. It makes more development platforms and external services available: Agile 
development groups may need to use a variety of project manage-
ment, issue management, and, if continuous integration is used, 
automated testing environments. A number of these services are 
available as Software as a Service (SaaS) offerings in the cloud:

 a. Agile development can use a combination of virtualization, pri-
vate clouds, and the public cloud at the IaaS level. Such offer-
ings include Amazon Web Services, GoGrid, OpSource, and 
RackSpace Cloud.

 b. Then comes the use of PaaS instances such as the Oracle Database 
Cloud Service, the Google App Engine, and the Salesforce.com’s 
platform (force.com), all of which include databases and lan-
guage environments as services.

 c. Finally, there are a number of SaaS services that specifically assist 
agile development, including Saleforce.com, the Basecamp proj-
ect management portal, and TestFlight, which provides hosted 
testing automation for Apple iOS devices.

 6. It eases code branching and merging: In code refactoring efforts, cur-
rent releases may need to be enhanced with minor enhancements 
and used in production, all while a major redesign of code is going 
on. Code branching is necessary in these cases. Code branching and 
merging involve juggling many versions of development and staging 
builds. With virtualization and cloud computing, buying or renting 
additional physical servers for these purposes can be avoided.

6.9.5.2 Case Study of Agile Development

Meanwhile, Salesforce.com’s R&D leverages cloud computing to vastly speed 
up release cycles [32]. The company’s cloud infrastructure helps it maintain 
a single, unified code base that geographically distributed development 
teams can use. Those teams are successfully combining agile development 
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and continuous integration/delivery with cloud computing. In reference [32], 
Salesforce.com finds that agile process model works better on cloud comput-
ing platform. Before the introduction of cloud computing, there was a gap or 
time interval between the releasing of software and getting feedback from 
the customer and now new software release can be uploaded to the server 
and used by the customer simultaneously. So, the agile development model 
can complement the benefits of software services hosted on the Internet. In 
the rapidly varying computing environment with web services and cloud 
platform, software design and development also involve various platforms, 
distributed web services, and geographically distributed enterprises [36].

Salesforce.com’s R&D organization has benefitted in several ways from its 
transition to agile development [32]:

• Increased delivery rate and created a process that makes customers 
and R&D happy

• Increased time to market of major releases by 61%
• Achieved a Net Promoter Score of 94%, a good indicator of customer 

satisfaction
• Convinced 90% of the R&D team to recommend the methodology to 

colleagues inside and outside the company
• Increased productivity across the organization by 38%, as measured 

by the number of features produced per developer (a side benefit not 
anticipated as part of the original goals)

6.10 Programming Models

Programming models for cloud computing have become a research focus 
recently. Cloud computing promises to provide on-demand and flexible IT 
services, which goes beyond traditional programming models and calls for 
new ones [37]. Cloud platforms allow programmers to write applications 
that run in the cloud, or use services from the cloud, or both while abstract-
ing the essence of scalability and distributed processing [38]. With the emer-
gence of cloud as a nascent architecture, abstractions that support emerging 
programming models are needed. In recent years, cloud computing has led 
to the design and development of diverse programming models for massive 
data processing and computation-intensive applications.

Specifically, a programming model is an abstraction of the underlying com-
puter system that allows for the expression of both algorithms and data struc-
tures [39]. In comparison, languages and APIs provide implementation of the 
abstractions and allow algorithms and data structures to be put into prac-
tice. A programming model exists independently of the choice of both the 
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programming language and the supporting APIs. Programming models are 
typically focused on achieving increased developer productivity, performance, 
and portability to other system designs. The rapidly changing nature of proces-
sor architectures and the complexity of designing a platform provide significant 
challenges for these goals. Several other factors are likely to impact the design 
of future programming models. In particular, the representation and manage-
ment of increasing levels of parallelism, concurrency, and memory hierarchies, 
combined with the ability to maintain a  progressive level of interoperability 
with today’s applications, are of significant  concern. Furthermore, the successful 
implementation of a programming model is dependent on exposed features of 
the runtime software layers and features of the OS [39].

Over the years, many organizations have built large-scale systems to 
meet the increasing demands of high storage and processing requirements 
of compute- and data-intensive applications [38]. With the popularity and 
demands on DCs, it is a challenge to provide a proper programming model 
that is able to support convenient access to large-scale data for performing 
computations while hiding all low-level details of physical environments. 
Cloud programming is about knowing what and how to program on cloud 
platforms. Cloud platforms provide the basic local functions that an applica-
tion program requires. These can include an underlying OS and local sup-
port such as deployment, management, and monitoring.

6.10.1 Programming Models in Cloud

There are different programming models that are used for solving vari-
ous compute- or data-intensive problems in cloud. The model to be selected 
depends on the nature of the problem and also on the QoS expected from the 
cloud environment. Some of the cloud programming models are discussed 
in the following subsections.

6.10.1.1 BSP Model

With the advantages on predictable performance, easy programming, and 
deadlock avoidance, the bulk synchronous parallel (BSP) model has been 
widely applied in parallel databases, search engines, and scientific computing. 
The BSP model can be adapted into the cloud environment [37]. The schedul-
ing of computing tasks and the allocation of cloud resources are integrated 
into the BSP model. Recently, research on cloud computing programming 
models has made some significant progress, such as Google’s MapReduce [40] 
and Microsoft’s Dryad [41]. The BSP model is originally proposed by Harvard’s 
Valiant. Its initial aim is to bridge parallel computation software and archi-
tecture. It offers the following advantages: firstly, its performance can be pre-
dicted; secondly, no deadlock occurs during message passing; and thirdly, it is 
easy to program. The BSP model can be used not only for data-intensive appli-
cations but also for computation-intensive and I/O-intensive applications.
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6.10.1.2 MapReduce Model

Recently, many large-scale computer systems are built in order to meet 
the high storage and processing demands of compute- and data-intensive 
applications. MapReduce is one of the most popular programming models 
designed to support the development of such applications [42]. It was initially 
created by Google for simplifying the development of large-scale web search 
applications in DCs and has been proposed to form the basis of a data center 
computer. With the increasing popularity of DCs, it is a challenge to provide 
a proper programming model that is able to support convenient access to 
the large-scale data for performing computations while hiding all low-level 
details of physical environments. Among all the candidates, MapReduce is 
one of the most popular programming models designed for this purpose.

MapReduce is triggered by the map and reduce operations in func-
tional languages, such as Lisp. This model abstracts computation problems 
through two functions: map and reduce. All problems formulated in this 
way can be parallelized automatically. Essentially, the MapReduce model 
allows users to write map/reduce components with functional-style code. 
These components are then composed as a dataflow graph to explicitly 
specify their parallelism. Finally, the MapReduce runtime system sched-
ules these components to distributed resources for execution while han-
dling many tough problems: parallelization, network communication, and 
fault tolerance.

A map function takes a key/value pair as input and produces a list of key/
value pairs as output. A reduce function takes a key and associated value list 
as input and generates a list of new values as output. A MapReduce applica-
tion is executed in a parallel manner through two phases. In the first phase, 
all map operations can be executed independently from each other. In the 
second phase, each reduce operation may depend on the outputs generated 
by any number of map operations. All reduce operations can also be exe-
cuted independently similar to map operations.

The task execution is carried out in four stages: map, sort, merge, and 
reduce. The map phase is fed with a set of key/value pairs. For each pair, 
the mapper module generates a result. The sort and merge phases group 
the data to produce an array, in which each element is a group of values for 
each key. The reduce phase works on this data and applies the reduce func-
tion on it. The hash functions used in the map and reduce functions are user 
defined and varies with the application of the model. The overall computa-
tion is depicted in Figure 6.5.

MapReduce has emerged as an important data-parallel programming 
model for data-intensive computing [38]. However, most of the implementa-
tions of MapReduce are tightly coupled with the infrastructure. There have 
been programming models proposed that provide a high-level programming 
interface, thereby providing the ability to create distributed applications 
in an infrastructure-independent way. Simple API for Grid Applications 
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(SAGA) [43] and Transformer [44] are examples of such models, which try 
to implement parallel models like MapReduce [42] and All-Pairs [45], taking 
considerable burden off the application developer.

6.10.1.3 SAGA

Although MapReduce has emerged as an important data-parallel program-
ming model for data-intensive computing, most, if not all, implementations 
of MapReduce are tightly coupled to a specific infrastructure. SAGA is a 
high-level programming interface that provides the ability to create distrib-
uted applications in an infrastructure-independent way [38]. SAGA supports 
different programming models and concentrates on the interoperability on 
grid and cloud infrastructures. SAGA supports job submission across dif-
ferent distributed platforms, file access/transfer, and logical file, as well as 
checkpoint recovery and service discovery. SAGA API is written in C++ and 
supports other languages like Python, C, and Java. The runtime environ-
ment decision making is given support by the engine that loads relevant 
adaptors, as shown in Figure 6.6.

6.10.1.4 Transformer

Even though there are existing programming models based on C++ and Java 
in the industrial market, they suffer from certain shortcomings. First, the 
programmers have to master the bulky and complex APIs in order to use the 
model. Secondly, most programming models are designed for specific pro-
gramming abstractions and created to address one particular kind of prob-
lem. There is an absence of a universal distributed software framework for 
processing massive datasets. To address the aforementioned shortcomings, 
a new framework called Transformer [38] is used, which supports diverse 
programming models and also is not problem specific.
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Transformer is based on two concise operations: send and receive. Using 
the Transformer model, various models such as MapReduce [39], Dryad, 
and All-Pairs [40] can be built. The architecture of the Transformer model 
is divided into two layers: common runtime and model-specific systems, as 
shown in Figure 6.7. This is done to reduce coupling. Runtime system han-
dles the tasks-like flow of data between machines and executes the tasks on 
different systems making use of send and receive functions from runtime 
API. Model-specific layer deals with particular model tasks like mapping, 
data partitioning, and data dependencies.

Transformer has a master/slave architecture. Every node has two com-
munication components: a message sender and a message receiver. The 
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master node issues commands for task execution on the slave nodes. The 
slave nodes return the status of execution when it is over. The fault-tolerance 
 strategy is agile in nature. Failure is detected by the runtime system whereas 
fault recovery is handled by the model-specific layer. This involves rerun-
ning the tasks or resending data. Transformer system is coded in Python. 
Communication between nodes is done using message-passing mechanism 
opposed to semaphores and conditions in threaded approach. Since the fre-
quency of communication is high, asynchronous network programming is 
adopted, and moreover the message is serialized before sending it. Using the 
Transformer model, all three known parallel programming models, namely 
MapReduce, Dryad, and All-Pairs, are implemented.

6.10.1.5 Grid Batch Framework

Recently, an alternative to parallel computational models has been suggested 
that enables users to partition their data in a simplified manner while having 
the highest possible efficiency. The Grid Batch system has two fundamental 
data types [38]: table and indexed table. A table is a set of rows that are inde-
pendent of each other. An indexed table has all the properties of a table in 
addition to having an index associated with each record.

The two major software components of the Grid Batch system are the 
Distributed File System (DFS) and the Job Scheduler. The DFS is responsible 
for storing and managing the files across all the nodes in the system. A file 
is broken down into many pieces and each of these pieces is stored on a 
separate node. The Job Scheduler constitutes of a master node and associated 
slave nodes. A job is broken down into many smaller tasks by the master 
node, and each of these tasks is distributed among the slave nodes. The basic 
map and reduce operators in the MapReduce system are extended in the 
Grid Batch model. These are map operator, distribute operator, join operator, 
Cartesian operator, recurse operator, and neighbor operator.

6.11 Pervasive Computing

Pervasive computing is a combination of technologies, such as Internet capa-
bilities, voice recognition, networking, artificial intelligence, and wireless 
computing, used to make computing anywhere possible. Pervasive com-
puting devices make day-to-day computing activities extremely easy to 
 perform. The technology is moving beyond the PC to everyday devices with 
 embedded technology and connectivity. Pervasive computing is also called 
ubiquitous computing, in which almost any device or material such as cloth-
ing, tools, appliances, vehicles, homes, human body, or even the coffee mug 
can be imbedded with chips to connect that object to an infinite network 
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of other devices. The goal of pervasive computing, which combines current 
network technologies with wireless computing, voice recognition, Internet 
capability, and artificial intelligence, is to create an environment where the 
connectivity of devices is achieved in such a way that the connectivity is 
unobtrusive and always available. Pervasive computing also has a number 
of prospective applications, which range from home care and health, to geo-
graphical tracking and intelligent transport systems.

The words pervasive and ubiquitous mean existing everywhere. Pervasive 
computing devices are completely connected and constantly available. 
Pervasive computing relies on the convergence of wireless technologies, 
advanced electronics, and the Internet. The goal of researchers working in 
pervasive computing is to create smart products that communicate unobtru-
sively. The products are connected to the Internet and the data they gener-
ate are easily available. An example of a practical application of pervasive 
computing is the replacement of old electric meters with smart meters. In the 
past, electric meters had to be manually read by a company representative. 
Smart meters report usage of electricity in real time over the Internet. They 
will also notify the power company when there is an outage and also send 
messages to display units in the home and regulate the water heater.

Hence, in pervasive computing, computing is made to appear everywhere 
and anywhere [46]. In contrast to desktop computing, pervasive computing 
can be done using any supporting device, at any location. The underlying 
technologies to support pervasive computing include Internet, advanced 
middleware, OS, mobile, sensors, microprocessors, new I/O and user inter-
faces, networks, mobile protocols, and location-based services. This paradigm 
is also named with different names like physical computing, the Internet 
of Things, and things that think, by considering the objects involved in it. 
In this case, the device used to access applications and information is almost 
irrelevant as various types of devices or platform can be used to perform the 
intended operation [47].

6.11.1 How Pervasive Computing Works?

The success of ubiquitous computing rests with the proper integration of 
various components that talk to each other and thereby behaving as a single 
connected system. Figure 6.8 shows the architecture of a ubiquitous com-
puting stack [48]. At the bottom of the stack is a physical layer. Tiny sensors 
are attached (carried, worn, or embedded) to people, animals, machines, 
homes, cars, buildings, campuses, and fields. Sensors capture various bits 
of information from the immediate surroundings. Beyond the microphone 
and camera, multiple sensors such as GPS, accelerometer, and compass can 
be integrated into it.

Above the sensors lies the wireless communication infrastructure, which 
can be provided by the 802.11 family of networks. Together with mesh 
networks, such standards ensure the connectivity of sensors and devices. 
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Another technology called ZigBee is a low-cost alternative for keeping mul-
tiple devices connected, allowing parent devices to wirelessly control child 
sensors. Near field communication (NFC) is yet another technology stan-
dard that leverages RFID and can be used for ubiquitous computing, espe-
cially in scenarios where non-battery-operated passive points are concerned. 
NFC-powered devices can also interact with one another.

The next level includes a range of application services. The data from 
the sensors and handheld devices are gathered, mined, and analyzed for 
patterns. The patterns help provide options to smart applications that pro-
actively make changes to environments through smartphones, tablets, note-
books, or any other handheld devices or smart devices. An example could 
be that of a cardiac patient wearing a tiny monitor connected to a mobile 
device. An irregular ECG will trigger the mobile to alert the patient’s doctor 
and emergency services.

6.11.2 How Pervasive Computing Helps Cloud Computing?

Nowadays, IT enterprises are adopting cloud computing in order to 
reduce the total cost involved and also to improve the QoS delivered to 
the  customers. Cloud computing provides the opportunity to access the 
infrastructure, platform, and the software from the service providers on a 
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Pervasive computing stack. (From Perspectives, TCS Consult. J., available at: http://sites.tcs.
com/insights/perspectives/enterprise-mobility-ubiquitous-computing-beyond-mobility#.
UzPo8fmSzCe.)
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pay-per-use basis. Pervasive computing helps cloud computing by providing 
the ability to access the cloud resources anytime, anywhere and also through 
any device. Pervasive computing provides the necessary features such as 
ubiquitous computing, storage and archiving, social community–based 
applications, and business as well as nonbusiness applications in order for 
cloud computing to gain its full potential. Cloud computing is typically a 
client-server architecture, where the client can be any portable device like a 
laptop, phone, browser, or any other OS-enabled devices [49]. A main issue 
with these  portable devices is the constraints they present in terms of stor-
age, memory, processing, and battery lifetime. By storing data on the cloud, 
and interacting with the cloud through secure communication channels, all 
these constraints can be easily met.

Machine-to-machine (M2M) communication is important in cloud com-
puting [47]. Such a communication scenario spans from the shop floor, 
to the DC, to the boardroom, as the devices carried along track the user’s 
movements and activities and also interact with the other systems around. 
For example, an employee is currently in New York and he wants to dis-
cuss something with two colleagues. He requests an appointment using his 
mobile device, and based on his location data and that of his colleagues, and 
the timing of the meeting, backend systems automatically book him a con-
ference room and set up a video link to a coworker out of town. Based on 
analytics and the title of the meeting, relevant documents are dropped into a 
collaboration space. The employee’s device records the meeting to an archive 
and notes who has attended in person. And, this conversation is automati-
cally transcribed, tagged, and forwarded to team members for review.

Wearable devices like Google Glass will also feed into the new workplace. 
The true power behind these applications is not in the devices themselves but 
in the analytic systems that back them. The backend systems of the applica-
tions combine the data collected from the various types of computing devices 
such as Google Glass, smartphones, an embedded GPS device in a palette, or 
a sensor in a car’s engine. Such systems process the data and then turn it into 
useful information that is used for triggering the required actions. Different 
computing systems performing various activities are deployed with APIs 
so that the user can build applications that extract information from these 
multiple systems.

6.12 Operating System

An OS is a collection of softwares that manages the computer hardware 
resources and other programs in the computing system. It provides common 
services required by computer programs for their effective execution within 
the computing environment. The OS is an essential component of the system 
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software in a computer system as application programs usually require an 
OS for their interface with the hardware resources and other system pro-
grams. For hardware functions such as input and output, and memory allo-
cation, the OS acts as an intermediary between programs and the computer 
hardware.

6.12.1 Types of Operating Systems

The different variants of OSs are the following:

 1. Network OSs: A network operating system (NOS) is a computer OS 
that is designed primarily to support workstations, PCs that are con-
nected on a LAN. An NOS provides features such as printer shar-
ing, common file system and database sharing, application sharing, 
security mechanisms, and also the ability to manage a network 
name directory and other housekeeping functions of the network. 
Novell’s NetWare and Microsoft’s LAN Manager are examples of 
NOSs. In addition, some multipurpose OSs, such as Windows NT 
and Digital’s OpenVMS, come with capabilities that enable them to 
be described as an NOS.

 2. Web OSs: Web OSs are basically websites that replicate the desktop 
environment of modern OSs, all inside a web browser. They are 
installed onto web servers and live on the Internet. Thus, a user can 
access his virtual desktop from any device, anywhere, that is con-
nected to the net. Web OSs are also called the dynamic computers. 
In this case, the applications, hard disk, and OSs are all present at 
the servers from where they are accessed. The web OS service pro-
vider manages the application and database accesses of the various 
users. The user is provided with a graphical user interface similar to 
the one available on a desktop PC, which can be used to access the 
data and the applications from the server. Google Chrome OS is an 
example of a web OS.

 3. Distributed OS: A distributed OS is a software that is present over a 
collection of independent, networked, communicating, and physi-
cally separate computational nodes. Each individual node holds a 
specific software that is a subset of the global aggregate OS. Each 
subset consists of two distinct components of the distributed OS. 
The first one is a ubiquitous minimal kernel, or microkernel, that 
directly controls the node’s hardware. The second one is a higher-
level collection of system management components that coordinate 
the node’s individual and collaborative activities. The microkernel 
and the management components work together. They support the 
distributed system’s goal of integrating multiple resources and pro-
cessing functionality into an efficient and stable system. To a user, 
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a distributed OS works in a manner similar to a single-node, mono-
lithic OS. That is, although it consists of multiple nodes, it appears to 
the users and applications as a single-node OS.

 4. Embedded systems: Embedded systems are OSs present in elec-
tronic devices used for various purposes in order to make them 
smart and more efficient. Embedded systems present in devices 
such as routers, for example, typically include a preconfigured 
web server, DHCP server, and some utilities for its effective 
networking operation, and they do not allow the installation of 
new programs in them. Examples of embedded OSs for routers 
include Cisco Internetwork Operating System (IOS), DD-WRT, 
and Juniper Junos. An embedded OS can also be found inside 
an increasing number of consumer gadgets including phones, 
 personal digital assistance (PDA), and digital media player for the 
successful completion of their intended tasks.

6.12.2 Role of OS in Cloud Computing

In the 1970s, International Business Machines Corporation (IBM) released 
an OS called VM that allowed mainframe systems to have multiple vir-
tual systems, or VMs on a single physical node [50]. The VM OS materi-
alized shared access of mainframe systems to the next level by allowing 
multiple distinct computing environments to live in the same physical 
environment. Most of the basic functions of current virtualization soft-
ware are inherited from this early VM OS. The virtualization software 
is now represented with the term hypervisor. Hardware virtualization is 
used to share the resources of the cloud providers effectively with the 
customers by generating an illusion of dedicated computing, storage, and 
networking on a computing infrastructure. The concept of virtualization 
is physically implemented using the hypervisor modules, and the opera-
tion and processing of hypervisors are materialized by the OSs. In other 
words, hypervisor modules are installed on top of OSs, which act as an 
interface between hardware units and hypervisor packages.

Using virtualization, multiple VMs are generated according to the require-
ment, and these VMs are made operational by individually installing OSs 
on each VM. Figure 6.9 shows the virtualization of a single hardware of the 
CSP to create different VMs, each installed with its own OS. Every VM runs 
custom OS or guest OS that has its own memory, CPU, and hard drives along 
with CD-ROMs, keyboards, and networking, despite the fact that all of those 
resources are shared among the VMs.

In addition, an OS such as Linux supports the necessary standards that 
enhance portability and interoperability across cloud environments  [51]. 
OS platforms are designed to hide much of the complexity required to 
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support applications running in complex and federated environments. 
It needs to work effectively in the background in order to ensure that all 
the right resources (such as processing power, required memory, and stor-
age) are allocated when needed. In addition, the OS implements the level of 
security and QoS to ensure that applications are able to access the resources 
needed to deliver an acceptable level of performance, in an efficient and 
secure manner.

One of the most important ways to support the underlying complexity of 
well-managed cloud computing resources is through the OS [51]. One of the 
most significant requirements for companies adopting cloud computing is 
the need to adopt a hybrid approach to computing. To do so, most organi-
zations will continue to maintain their traditional DC to support complex 
mixed workloads. For example, an organization may choose a public cloud 
environment for development and test workloads, a private cloud for cus-
tomer-facing web environments that deal with personal information, and 
a traditional DC for legacy billing and financial workloads. It is considered 
that hybrid cloud computing environments will be the norm for the future. 
Therefore, it is more important than ever for the OS to support and feder-
ate the various computing deployment models so that they appear to be 
a single system from a customer experience and a systems management 
perspective.
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OS and virtualization. (From Steddum, J., A brief history of cloud computing, available at: 
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6.12.3 Features of Cloud OS

The elements required to create an operationally sophisticated hybrid cloud 
computing environment include the following [51]:

 1. Well-defined interfaces that hide implementation details
 2. Core security services
 3. The ability to manage virtualization
 4. Management of workloads to provide QoS and performance

These features are explained in the following subsections.

6.12.3.1 Well-Defined and Abstracted Interfaces

A cloud OS should provide the APIs that enable data and services interoper-
ability across distributed cloud environments. Mature OSs provide a rich set 
of services to the applications so that each application does not have to invent 
important functions such as VM monitoring, scheduling, security, power 
management, and memory management. In addition, if APIs are built on 
open standards, it will help organizations avoid vendor lock-in and thereby 
creating a more flexible environment. For example, linkages will be required 
to bridge traditional DCs and public or private cloud environments. The flex-
ibility of movement of data or information across these systems demands 
the OS to provide a secure and consistent foundation to reap the real advan-
tages offered by the cloud computing environments. Also, the OS needs to 
make sure the right resources are allocated to the requesting applications. 
This requirement is even more important in hybrid cloud environments. 
Therefore, any well-designed cloud environment must have well-defined 
APIs that allow an application or a service to be plugged into the cloud eas-
ily. These interfaces need to be based on open standards to protect customers 
from being locked into one vendor’s cloud environment.

6.12.3.2 Support for Security at the Core

Whether an organization is considering a public, private, or hybrid cloud 
environment, security is the most important foundation to ensure the pro-
tection for its assets. Security issues are exacerbated in a cloud environment 
since it is highly distributed, and also it involves a large variety of inter-
nal and external systems added or removed to/from the cloud dynamically. 
Therefore, the cloud environment has to protect the identity of the users and 
their information from external threats. To support the needs of the organi-
zations, cloud security requires an integrated management capability within 
the OS that can track all IT assets in the context of how they are being used. 
This capability needs to ensure that the security meets an organization’s 
compliance and governance requirements.
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Both virtualization and multitenancy supports have to be implemented in 
a secure manner. As virtualization and multitenancy become the norm in 
cloud environments, it is critical that security be built-in at the core. When 
servers are virtualized, it makes the creation of a new image possible with 
little effort. This expansion of virtual images raises the risk of attack because 
it increases the possibility that a security flaw in the hypervisor can be 
exploited by a guest instance. It can expose both existing systems and other 
partners that interact with those systems to security threats. When security 
is implemented as a framework within the OS, it improves the overall secu-
rity of both virtualized and nonvirtualized environments.

6.12.3.3 Managing Virtualized Workloads

Virtualization is fundamental to cloud computing because it breaks the 
traditional links between the physical server and the application. These 
virtualized environments are controlled and managed by a hypervisor. 
In essence, the hypervisor is an OS on the physical hardware and presents 
the core hardware abstraction and I/O instructions needed by the guests in 
its environment. Hence, the effective management of the hypervisor and the 
virtualized environments is critical to the success of cloud computing.

6.12.3.4 Management of Workloads

The cloud environment has to be designed in a manner that protects the 
individual customer’s workloads. Hence, the prerequisite for effective cloud 
computing is the ability to isolate workloads of users from each other. The 
cloud OS should make sure that all the required resources are effectively 
managed in the cloud environment for the individual users.

6.12.4 Cloud OS Requirements

Other than the features of the cloud OS explained in the previous section, 
the major OS requirements in a cloud environment are given in the follow-
ing [52]:

 1. The cloud OS must permit autonomous management of its resources: The 
cloud OS should expose a consistent and unified interface that con-
ceals whenever possible the fact that individual nodes are involved 
in its operations, and what those low-level operations are. It should 
support the autonomous management of the various cloud resources 
on behalf of its users and applications.

 2. Cloud OS operation must continue despite failure of nodes, clusters, and 
network partitioning: Guaranteeing continued operation of the cloud 
management processes in these conditions involves mechanisms for 
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quickly detecting the failures and enacting appropriate measures for 
recovering from the failures. Several cloud libraries that implement 
common fault tolerance and state recovery features are provided for 
the customers to use.

 3. The cloud must support multiple types of applications: Applications of 
different types such as high-performance computing, high data 
availability, and high network throughput should ideally coexist in 
a cloud environment and obtain from the system the resources that 
best match the application requirements.

 4. The cloud OS management system must be decentralized, scalable, and 
cost effective: Moreover, apart from initial resource deployment, 
no human intervention should be required to expand the cloud 
resources. Likewise, user management should only entail the on-
demand creation of user credentials, which are then automatically 
propagated throughout the cloud.

 5. The resources used in the cloud architecture must be accountable: The 
resource usage of the various cloud customers should be monitored 
effectively in the cloud environment. This monitoring activity could 
be used for charging the customers for their resource access, and 
also for the security auditing (if needed). Moreover, dynamic billing 
schemes based on resource congestion could be an effective way for 
resource allocation.

6.12.5 Cloud-Based OS

Researchers are now aiming to go one step further and take the OS to the 
cloud with TransOS, a cross-platform, cloud-based OS [53]. The TransOS sys-
tem code is stored on a cloud server and a minimal amount of code would be 
required to boot up the computer and connect it to the Internet. Featuring a 
graphical user interface, TransOS downloads specific pieces of code to perform 
the same kinds of tasks as a conventional OS, thereby allowing a bare bones 
terminal to perform tasks beyond the limitations of its hardware. The terminal 
would make a call to the relevant TransOS code as and when required, ensur-
ing that the inactive OS is not hogging system resources when applications are 
being run. The TransOS manages all the networked and virtualized hardware 
and software resources and enables the users to select and run any service on 
demand. The TransOS could be adapted to platforms other than PCs such as 
mobile devices, factory equipment, and even domestic appliances.

In addition to keeping a lean machine, TransOS users can also store their 
documents and files in the cloud, much like Apple’s iCloud, keeping their 
local storage free. With TransOS, users never have to worry about running 
the most up-to-date version of the OS or even maintain their own computer. 
With their OS, data, files, and settings stored in the cloud, any computer 
with an Internet connection (e.g., computers that are publicly available at 
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libraries and colleges) becomes just like the user’s own machine. The files 
stored within the cloud can also be accessed anytime from any Internet-
ready device, including smartphones and tablets.

6.13 Application Environment

An application development environment (ADE) is the hardware, software, 
and computing resources required for building software applications. ADE 
is a composite set of computing resources that provides an interface for 
application development, testing, deployment, integration, troubleshooting, 
and maintenance services. These are combined with the software engineer-
ing resources, such as a programming language’s integrated development 
environment (IDE), reporting and analysis software, troubleshooting tools, 
and other performance evaluation software utilities.

6.13.1 Need for Effective ADE

As the mobile web application market matures, competitive pressures and 
user expectations will drive application developers to differentiate their 
product offerings by providing value-added features [54]. The standards-
based application environment must ensure the interoperability of the appli-
cation development components. In particular, it must enable customized 
content, extensible functionality and advanced user interfaces.

For the web to be ubiquitous, web access devices must be present almost 
everywhere. For this to occur, web access devices must become small and 
portable. As web-enabled devices evolve from today’s desktop computers to 
such things as cellular telephones, car radios, and personal organizers, the 
challenge will be to provide a common application authoring environment 
across a diverse range of devices. The existing standard web application envi-
ronment consists of HTML, JavaScript, and an ad hoc collection of standard 
graphics file formats, processed by an HTML browser. To incorporate mul-
timedia content and extend the expressiveness or the functionality of a user 
interface, Java applets and browser plug-ins can be used. They require exten-
sions that are often device specific and require special installation.

Hence, the web application environment must provide application devel-
opers the tools they need to develop innovative products, without sacrificing 
interoperability. Hence, an effective ADE should

• Support multiple content types, including multimedia content
• Support multimodal user interaction
• Provide a framework for the integration of new technologies as they 

become available
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The application environment should support a standard extensibility frame-
work. As new media types, user agents, or supplemental services emerge, 
they should be integrated into the environment in a backward-compatible 
manner without affecting the performance of any existing applications.

6.13.2 Application Development Methodologies

Today, two development methodologies are widely used in application 
development: distributed and agile developments [55].

6.13.2.1 Distributed Development

This is the natural by-product of the Internet and the phenomenon that not 
all coding geniuses live within commuting distance from the workplace. 
Distributed development is a global development that brings its own chal-
lenges with collaboration and code management. There are applications 
available for distributed code management such as git and Subversion. They 
are widely used in distributed environments.

6.13.2.2 Agile Development

This is where cloud development can really be much more than just online. 
Since cloud environments can be provisioned instantly and nearly any con-
figuration can be copied and activated, the possibilities for instant devel-
opments and test environments are very attractive to developers. Cloud 
development can also boost agile development by coordinating collabora-
tion, planned sprints, and emergency bug fixes. Deploying to the cloud is 
also very useful for agile development. Prereleases can be pushed out to cus-
tomers’ test machines on their cloud almost instantly. Even if the customer is 
not in a cloud environment yet, prereleases can be posted on a public cloud 
for the customer to access and test remotely before accepting delivery of the 
final release of the application. Toolsets that can help the agile management 
in the cloud include Code2Cloud, in conjunction with Tasktop and CollabNet.

6.13.3 Power of Cloud Computing in Application Development

Cloud computing has effectively solved the financial and infrastructural 
problems associated with developing custom applications for the enter-
prises as it eases the financial investment that was previously required to 
set up the sophisticated developer environment necessary to build, test, and 
deploy custom applications in-house [56]. As a result, the introduction of 
cloud platforms has enabled developers to solely focus on creating highly 
scalable modern applications. Further, the process of marketing these cus-
tom applications is less time consuming and more effective as a result of the 
flexibility provided by cloud computing services. When applications are run 
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in the cloud, they are accessed as a service—this is known as Software as 
a Service (SaaS). By utilizing SaaS, the companies can deliver services in a 
cost-effective and efficient manner. This process enables businesses to work 
in conjunction with partners to develop applications and quickly distribute 
them in the market.

The advantages of using cloud computing services over traditional soft-
ware go beyond just the drop in costs. The traditional methods of devel-
oping custom applications that often took months to complete has now 
dropped to just weeks. With all the required software and tools available 
in the cloud, developers can work more efficiently and productively than 
they could if they were using traditional software, where, more often than 
not, additional components were required to develop a complete application. 
Today’s heavily simplified approach of accessing applications online allows 
developers to produce comprehensive enterprise-level applications simply 
through a web browser, without the technical difficulties associated with 
traditional solutions.

Another main benefit of using cloud computing services for application 
development is the efficient use of resources. Applications that utilize virtu-
alized IT services are generally more efficient and better equipped to meet 
user demands. The pay-per-use model of cloud computing services provides 
the clients with flexibility to spend according to their requirements and thus 
eliminates the unnecessary expenses. Also, cloud computing services allow 
delivering the applications on multiple devices; this allows companies to 
design their applications so that they are compatible with a range of devices.

6.13.3.1 Disadvantages of Desktop Development

Desktop development environments are becoming outdated, failing more 
often, and causing productivity issues for developers. The main issues with 
desktop environment are the following [57]:

 1. Complicated configuration management: The substantial configura-
tion management process for a developer’s workspace turns devel-
opers into part-time system administrators, responsible for their 
own mini-DC running entirely on the desktop. This is time con-
suming, error prone, and challenging to automate. Many develop-
ers have multiple computers and are forced to repeat these tasks 
on each machine. There is no way to synchronize the configura-
tions of components across different machines, and each machine 
requires similar hardware and OSs to operate the components 
identically.

 2. Decreased productivity: Many IDEs are memory and disk hogs, with 
significant boot times. They are so resource-hungry that they can 
starve other applications and the net effect is less productivity due 
to a slower machine.
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 3. Limited accessibility: Normally, desktop developer workspaces are not 
accessible via mobile devices through the Internet. Developers who 
need remote access have to resort to some complex and slow solu-
tions such as GotoMyPC.

 4. Poor collaboration: These days, most developers work as part of 
a team, so communication and collaboration among the team 
members are critical for the success of the project. In the case of 
desktop IDEs, they must outsource collaboration to communica-
tion systems outside the developer’s workflow, forcing develop-
ers to continuously switch between developing within the IDE 
and communicating with their team via other means. To solve 
these problems, it requires moving the entire development work-
space into the cloud. The cloud-based environment is centralized, 
making it easy to share. Developers can invite others into their 
workspace to coedit, cobuild, or codebug and can communicate 
with one another in the workspace itself. The cloud can offer 
improvements in system efficiency, giving each individual work-
space a configurable slice of the available memory and computing 
resources.

6.13.3.2 Advantages of Application Development in the Cloud

Cloud platforms reduce the overall development time of a software project 
[58]. This is largely due to the cloud platform’s ability to streamline the devel-
opment process, including the ability to quickly get the development assets 
online. Moreover, cloud platforms provide the ability to collaborate effec-
tively on development efforts. Cloud-based development platforms in PaaS 
and IaaS public clouds such as Google, Amazon Web Services, Microsoft, 
and Salesforce.com offer cost savings and better QoS.

Some of the benefits of the application development in the cloud are given 
as follows:

• The ability to self-provision development and testing environments
• The ability to quickly get applications into production and to scale 

those applications as required
• The ability to collaborate with other developers, architects, and 

designers on the development of the application

6.13.4 Cloud Application Development Platforms

Application development, deployment, and runtime management have 
always been reliant on development platforms such as Microsoft’s .NET, 
WebSphere, or JBoss, which have been deployed on premise traditionally [59]. 
In the cloud computing context, applications are generally deployed by cloud 
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providers to provide highly scalable and elastic services to as many end users 
as possible. Cloud computing infrastructure needs to support many users to 
access and utilize the same application services, with elastic allocation of 
resources. This has led to the enhancement in development platform tech-
nologies and architectures to handle performance, security, resource allo-
cation, application monitoring, billing, and fault tolerance. Cloud provides 
the ADE as PaaS. There are several solutions available in the PaaS market, 
including Google App Engine, Microsoft Windows Azure, Force.com, and 
Manjrasoft Aneka.

6.13.4.1 Windows Azure

Windows Azure provides a wide array of Windows-based services for devel-
oping and deploying Windows-based applications on the cloud. It makes use 
of the infrastructure provided by Microsoft to host these services and scale 
them seamlessly. The Windows Azure Platform consists of SQL Azure and 
the .NET services. The .NET services comprise of access control services and 
.NET service bus. Windows Azure is a platform with shared multitenant 
hardware provided by Microsoft. Windows Azure application development 
mandates the use of SQL Azure for RDBMS functionality, because that is the 
only coexisting DBMS functionality accessible in the same hardware context 
as the applications.

6.13.4.2 Google App Engine

Google App Engine provides an extensible runtime environment for web-
based applications developed with Java or Python, which leverage huge 
Google IT infrastructure. Google App Engine is offered by Google, Inc. 
Its key value is that developers can rapidly build web-based applications on 
their machine and deploy them on the cloud. Google App Engine provides 
developers with a simulated environment to build and test applications 
locally with any OS or any system that runs a suitable version of Python and 
Java language environments. Google uses the JVM with Jetty Servlet engine 
and Java Data Objects.

6.13.4.3 Force.com

Force.com is a development and execution environment and is the best 
approach for PaaS for developing customer relationship management 
(CRM)–based applications. With regard to the design of its platform and the 
runtime environment, it is based on the Java technology. The platform uses 
a proprietary programming language and environment called Apex code, 
which has a reputation for simplicity in learning and rapid development and 
execution.
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6.13.4.4 Manjrasoft Aneka

Aneka is a distributed application platform for developing cloud applica-
tions. Aneka can seam together any number of Windows-based physical 
or virtual desktops or servers into a network of interconnected nodes that 
act as a single logical application execution layer. Aneka-based clouds can be 
deployed on a variety of hardware and OSs including several flavors of the 
Windows and Linux OS families. Aneka provides a flexible model for devel-
oping distributed applications and provides integration with external clouds 
such as Amazon EC2 and GoGrid. Aneka offers the possibility to select the 
most appropriate infrastructure deployment without being tied to any spe-
cific vendor, thus allowing enterprises to comfortably scale to the cloud as 
and when needed.

6.13.5 Cloud Computing APIs

APIs are provided by some of the CSPs for the development of cloud applica-
tions. Details of some of the APIs provided by the CSPs such as Rackspace, 
IBM, and Intel are given in the following [60].

6.13.5.1 Rackspace

Developers have access to the API documentation and software develop-
ment kit (SDK) across all of Rackspace’s services at their developer site, 
http://developer.rackspace.com. Thus, Rackspace provides developers with 
the tools and resources necessary to create new applications and services on 
top of their APIs.

6.13.5.2 IBM

IBM introduced new APIs, which can be found at the IBM developer site, 
www.ibm.com/developerworks/. The introduction of the new APIs focuses 
on arming developers with the tools and resources to build new products, 
applications, and services.

6.13.5.3 Intel

Intel has several SDKs that aimed at cloud computing developers. Intel has 
a cloud services platform beta where developers can download the SDK for 
identity-based and cross-platform services. The Intel Cloud Builders program 
brings together leading systems and software solutions vendors to provide 
the best practices and practical guidance on how to deploy, maintain, and 
optimize a cloud infrastructure based on Intel architecture. And for develop-
ers seeking to use public cloud infrastructure services, the Intel Cloud Finder 
makes it easier to select providers that meet a developer’s requirements.
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6.14 Summary

Cloud computing is dominating the IT industry worldwide today. More and 
more companies and organizations are adopting the cloud model these days. 
Even though cloud computing is a new service delivery model, the under-
lying technologies have been in existence for a long time. Cloud computing 
uses many of those technologies to achieve its established goals. This chapter 
focuses on the various technological drivers of cloud computing. It discusses 
about the basic enabling technologies of cloud computing such as SOA, hyper-
visors and virtualization, multicore technology, and memory and storage tech-
nologies. It also talks about the latest developments in Web 2.0 and Web 3.0, 
the advancements in the programming models, software development mod-
els, pervasive computing, OSs, and ADEs. It also explains how these technolo-
gies are related to the cloud model, helping the cloud in delivering quality 
services. The recent developments in each of these enabling technologies are 
highlighted with their advantages and characteristic features. The chapter 
explains as to how these underlying technologies are empowering the present 
cloud computing paradigm to deliver its services effectively. Also, the chapter 
presents how various stakeholders such as service providers and service con-
sumers are benefitted from the features extended by these technologies.

Review Points

• SOA: Service-oriented architecture is a flexible set of design principles 
and standards used for systems development and integration. A prop-
erly implemented SOA-based system provides a loosely coupled set of 
services that can be used by the service consumers for meeting their 
service requirements within various business domains (see Section 6.2).

• Hypervisor: Hypervisors are software tools used to create virtual 
machines, and they produce the virtualization of various hardware 
resources such as CPU, storage, and networking devices. They are 
also called virtual machine monitor (VMM) or virtualization man-
agers (see Section 6.3.2).

• Multicore technology: In the multicore technology, two or more CPUs 
are working together on the same chip. In this type of architecture, 
a single physical processor contains the core logic of two or more 
processors (see Section 6.4).

• Storage as a Service: Storage as a Service (STaaS) is a cloud business 
model in which a service provider rents space in its storage infra-
structure to various cloud users (see Section 6.5.3).
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• Software-defined networking: Software-defined networking (SDN) is 
an approach to networking in which control is decoupled from net-
working hardware and given to a software application called the 
controller (see Section 6.6.5).

• Web 2.0: Web 2.0 (or Web 2) is the popular term given to the advanced 
Internet technology and applications that include blogs, wikis, RSS, 
and social bookmarking (see Section 6.7).

• Semantic web: The semantic web is a vision of IT that allows data 
and information to be readily interpreted by machines, so that the 
machines are able to take contextual decisions on their own by find-
ing, combining, and acting upon relevant information on the web 
(see Section 6.8.1.1).

• Agile development model: Agile model is a software development 
model where the software is developed in rapid, incremental cycles. 
The development results in tiny incremental releases and is based 
on previously built functionality and is carefully tested to ensure 
software quality (see Section 6.9.3).

• MapReduce: MapReduce is a popular programming model designed 
to support the development of compute- and data-intensive appli-
cations, which requires high storage and processing demands (see 
Section 6.10.1.2).

• Pervasive computing: Pervasive computing is a combination of tech-
nologies such as Internet capabilities, voice recognition, networking, 
artificial intelligence, and wireless computing used to make com-
puting anywhere possible (see Section 6.11).

• Web OS: Web operating systems are basically websites that replicate 
the desktop environment of modern OSs, all inside a web browser 
(see Section 6.12.1).

• Cloud API: Cloud APIs are provided by the cloud service providers 
for the development of cloud applications (see Section 6.13.5).

Review Questions

 1. What are the characteristic features of SOA that are used in the suc-
cessful deployment of cloud computing?

 2. What are the various approaches in virtualization? What are the roles 
played by the hypervisor and virtualization in cloud environment?

 3. How can the multicore technologies be used to achieve the parallel-
ism in cloud?
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 4. What are the latest technological developments to meet the storage 
requirements in cloud?

 5. How does SDN relate to the cloud computing scenario?
 6. What are the ways in which cloud computing relies on the concepts 

of Web 2.0 for its successful operation?
 7. How do semantic web and web services contribute to the evolution 

of cloud computing?
 8. Justify the decision to adopt the agile development model for soft-

ware development. How can the cloud computing paradigm make 
the agile process effective?

 9. What are the programming models used in cloud? Justify the answer 
by explaining the characteristic features of the models.

 10. Explain the ways in which pervasive computing affects the cloud 
model.

 11. Explain the differences between a web OS and a cloud OS.
 12. How does the cloud computing paradigm help in effective applica-

tion development?
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7
Virtualization

Learning Objectives

The main objective of this chapter is to introduce the concept of virtualiza-
tion and how it is used as enabling technology for cloud computing. After 
reading this chapter, you will

• Understand the basics of virtualization
• Understand how the different resources such as processors,  memory, 

storage, and network can be virtualized
• Understand the pros and cons of different approaches to 

virtualization
• Understand the basics of hypervisor and its security issues
• Understand how cloud computing is different from virtualization
• Understand how cloud computing  leverages the virtualization  for 

its different service models

Preamble

Virtualization is an enabling technology for the different cloud computing ser-
vices. It helps to improve scalability and resource utilization of the underlying 
infrastructure. It also enables the IT personnel to perform the administration 
task easier. With the help of resource sharing, the hypervisor supports the green 
IT services. This chapter describes virtualization and discusses the benefits of 
virtualization and, different resources that can be virtualized. This chapter also 
explains the different approach for virtualization such as full virtualization, 
hardware-assisted virtualization, and paravirtualization. The different types of 
hypervisors and its security issues are also discussed. At the end of the chapter, 
the difference between cloud  computing and  virtualization and how virtualiza-
tion is used by cloud computing to provide services are discussed.
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7.1 Introduction

In recent years, computing becomes more complex and requires large infra-
structure. The organizations invest huge amount on buying additional 
physical infrastructure as and when there is a need for more computing 
resources. If you look at the capital expenditure (CapEx) and operational 
expenditure (OpEx) of buying and maintaining large infrastructure, it 
is really high. At the same time, the resource utilization and return on 
investment (ROI) on buying the additional infrastructure are very low. 
To increase the resource utilization and ROI, the companies started using 
the technology called virtualization where a single physical infrastructure 
can be used to run multiple operating systems (OSs) and applications. The 
virtualization is not a new word to the computing world; it is being used 
for at least past four decades. The term virtualization becomes a buzzword 
in recent years and most organizations started to adopt it rapidly because 
of its benefits like efficient resource utilization and increased ROI, ease of 
administration, and green IT support.

Virtualization is a technology that enables the single physical infrastructure 
to function as a multiple logical infrastructure or resources. Virtualization 
is not only limited to the hardware, it can take many forms such as memory, 
processor, I/O, network, OS, data, and application. The different forms of 
virtualization will be discussed in the next section.

Before virtualization, the single physical infrastructure was used to 
run a single OS and its applications, which results in underutilization of 
resources. The nonshared nature of the hardware forces the organiza-
tions to buy a new hardware to meet their additional computing needs. 
For example, if any organization wants to experiment or simulate their 
new idea, they have to use separate dedicated systems for different experi-
ments. So to complete their research work successfully, they tend to buy 
a new hardware that will increase the CapEx and OpEx. Sometimes, if 
the  organization does not have money to invest more on the additional 
resources, they may not be able to carry out some valuable experiments 
because of lack of resources. So, people started thinking about sharing a 
single infrastructure for multiple purposes in the form of virtualization. 
The computing scenarios before and after virtualization are shown in 
Figures 7.1 and 7.2, respectively.

After virtualization was introduced, different OSs and applications were 
able to share a single physical infrastructure. The virtualization  reduces 
the huge amount invested in buying additional resources. The virtualiza-
tion becomes a key driver in the IT industry, especially in cloud computing. 
Generally, the terms cloud computing and virtualization are not same. There are 
significant differences between these two technologies, which will be 
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 discussed in the later part of this chapter. Industries adopt virtualization in 
their organization because of the following benefits:

• Better resource utilization
• Increases ROI
• Dynamic data center
• Supports green IT
• Eases administration
• Improves disaster recovery

While virtualization offers many benefits, it also has some drawbacks:

• Single point of failure
• Demands high-end and powerful infrastructure
• May lead to lower performance
• Requires specialized skill set

This chapter focuses on the different virtualization  opportunities, dif-
ferent approaches to virtualization, role of the hypervisors in virtual-
ization, attacks that target the hypervisors, and virtualization for cloud 
computing.

7.2 Virtualization Opportunities

Virtualization is the process of abstracting the physical resources to the pool 
of virtual resources that can be given to any virtual machines (VMs). The 
different resources like memory, processors, storage, and network can be vir-
tualized using proper virtualization technologies. In this section, we shall 
discuss some of the resources that can be virtualized.

7.2.1 Processor Virtualization

Processor virtualization allows the VMs to share the virtual processors that 
are abstracted from the physical processors available at the underlying infra-
structure. The virtualization layer abstracts the physical processor to the 
pool of virtual processors that is shared by the VMs. The virtualization layer 
will be normally any hypervisors. Processor virtualization  from a single 
hardware is illustrated in Figure 7.3. But processor virtualization can also be 
achieved from distributed servers.
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7.2.2 Memory Virtualization

Another important resource virtualization technique is memory virtualiza-
tion. The process of providing a virtual main memory to the VMs is known 
as memory virtualization or main memory virtualization. In main memory 
virtualization, the physical main memory is mapped to the virtual main 
memory as in the virtual memory concepts in most of the OSs. The main 
idea of main memory virtualization is to map the virtual page numbers to 
the physical page numbers. All the modern x86 processors are supporting 
main memory virtualization.

Main memory virtualization can also be achieved by using the hypervi-
sor  software. Normally, in the virtualized data centers, the unused main 
memory of the different servers will consolidate as a virtual main memory 
pool and can be given to the VMs. The concept of main memory virtualiza-
tion is illustrated in Figure 7.4.

7.2.3 Storage Virtualization

Storage virtualization  is a form of resource virtualization where multiple 
physical storage disks are abstracted as a pool of virtual storage disks to 
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the VMs. Normally, the virtualized storage will be called a logical storage. 
Figure 7.5 illustrates the process of storage virtualization.

Storage virtualization is mainly used for maintaining a backup or replica 
of the data that are stored on the VMs. It can be further extended to sup-
port the high availability of the data. It can also be achieved through the 
hypervisors. It efficiently utilizes the underlying physical storage. The other 
advanced storage virtualization techniques are storage area networks (SAN) 
and network-attached storage (NAS).

7.2.4 Network Virtualization

Network virtualization is a type of resource virtualization in which the 
physical network can be abstracted to create a virtual network. Normally, 
the physical network components like router, switch, and Network 
Interface Card (NIC) will be controlled by the virtualization software 
to provide virtual network components. The virtual network is a single 
software-based entity that contains the network hardware and software 
resources. Network virtualization can be achieved from internal net-
work or by combining many external networks. The other advantage 

Application Application Application Application Application Application Application Application

Operating system (Linux) Operating system (Windows)

Virtual machine

MM1 MM2 MM3 MM4

Virtual
main memory

pool

Physical shared distributed main memory pool

Vmm1 Vmm2 Vmm3 Vmm8

Vmm1 Vmm2 Vmm3 Vmm4

Vmm4 Vmm5 Vmm6

Vmm5 Vmm6 Vmm7 Vmm8

Virtual machine

FIGURE 7.4
Main memory virtualization.



167Virtualization

of network virtualization is it enables the communication between the 
VMs that share the physical network. There are different types of net-
work access given to the VMs such as bridged network, network address 
translation (NAT), and host only. The concept of network virtualization is 
illustrated in Figure 7.6.

7.2.5 Data Virtualization

Data virtualization  is the ability to retrieve the data without knowing its 
type and the physical location where it is stored. It aggregates the heteroge-
neous data from the different sources to a single logical/virtual volume of 
data. This logical data can be accessed from any applications such as web 
services, E-commerce applications, web portals, Software as a Service (SaaS) 
applications, and mobile application.

Data virtualization hides the type of the data and the location of the data 
for the application that access it. It also ensures the single point access to data 
by aggregating data from different sources. It is mainly used in data integra-
tion, business intelligence, and cloud computing. Figure 7.7 represents data 
virtualization technology.
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7.2.6 Application Virtualization

Application virtualization is the enabling technology for SaaS of cloud comput-
ing. The application virtualization offers the ability to the user to use the applica-
tion without the need to install any software or tools in the machine. Here, the 
complexity of installing the client tools or other supported software is reduced. 
Normally, the applications will be developed and hosted in the central server. 
The hosted application will be again virtualized, and the users will be given the 
separated/isolated virtual copy to access. The concept of application virtualiza-
tion is illustrated in Figure 7.8.

7.3 Approaches to Virtualization

There are three different approaches to virtualization. Before discussing them, 
it is important to know about protection rings in OSs. Protection rings are used 
to isolate the OS from untrusted user applications. The OS can be protected 
with different privilege levels. In protection ring architecture, the rings are 
arranged in hierarchical order from ring 0 to ring 3 as shown in Figure 7.9. 
Ring 0 contains the programs that are most privileged, and ring 3 contains the 
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programs that are least privileged. Normally, the highly trusted OS instruc-
tions will run in ring 0, and it has unrestricted access to physical resources. 
Ring 3 contains the untrusted user applications, and it has restricted access to 
physical resources. The other two rings (ring 1 and ring 2) are allotted for device 
drivers. This protection ring architecture restricts the misuse of resources and 
malicious behavior of untrusted user-level programs. For example, any user 
application from ring 3 cannot directly access any physical resources as it is 
the least privileged level. But the kernel of the OS at ring 0 can directly access 
the physical resources as it is the most privileged level.

Depending on the type of virtualization, the hypervisor  and guest OS 
will run in different privilege levels. Normally, the hypervisor will run with 
the most privileged level at ring 0, and the guest OS will run at the least 
privileged level than the hypervisor. There are three types of approaches 
followed for virtualization:

 1. Full virtualization
 2. Paravirtualization
 3. Hardware-assisted virtualization

Each of the virtualization approaches is discussed in detail in this section.

7.3.1 Full Virtualization

In full virtualization, the guest OS is completely abstracted from the under-
lying infrastructure. The virtualization layer or virtual machine manager 
(VMM) fully decouples the guest OS from the underlying infrastructure. 
The guest OS is not aware that it is virtualized and thinks it is running 
on the real hardware. In this approach, the hypervisor  or VMM resides 
at ring  0 and provides all the virtual infrastructures needed  for  VMs. 
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kernel

Most privileged

Least privileged

Ring 1
device drivers

Ring 2
device drivers

Ring 3
applications

FIGURE 7.9
Protection rings in OSs.
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The guest OS resides at ring 1 and has the least privilege than the hyper-
visor. Hence, the OS cannot communicate to the physical infrastruc-
ture directly. It requires the help of hypervisors to communicate with 
the underlying infrastructure. The user applications reside at ring 3, as 
shown in Figure 7.10. This approach uses binary translation  and direct 
execution  techniques. Binary translation is used to translate nonvirtual-
ized guest OS instructions with new sequences of instructions that have 
the same intended effect on the virtual infrastructure. On the other hand, 
direct execution is used for user application requests where the applica-
tions can directly access the physical resources without modifying the 
instructions.

Pros

• This approach provides the best isolation and security for the VMs.
• Different OSs can run simultaneously.
• The virtual guest OS can be easily migrated to work in native 

hardware.
• It is easy to install and use and does not require any change in the 

guest OS.

Cons

• Binary translation is an additional, overhead, and it reduces the 
overall system performance.

• There is a need for correct combination of hardware and software.
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7.3.2 Paravirtualization

This approach is also known as partial virtualization or OS-assisted virtual-
ization and provides partial simulation of the underlying infrastructure. 
The main difference between the full virtualization and paravirtualiza-
tion is the guest OS knows that it is running in virtualized environment in 
paravirtualization. But in full virtualization, this information is not known 
to the guest OS. Another difference is that the paravirtualization replaces 
the translation of nonvirtualized OS requests with hypercalls. Hypercalls 
are similar to system calls and used for the direct communication between 
OS and hypervisor. This direct communication between the guest OS and 
hypervisor improves performance and efficiency. In full virtualization, the 
guest OS will be used without any modification. But in paravirtualization, 
the guest OS needs to be modified to replace nonvirtualizable instructions 
with the hypercalls.

As shown in Figure 7.11, the modified guest OS resides at ring 0 and the 
user applications at ring 3. As the guest OS is at privileged position, it can 
communicate directly to the virtualization layer without any translation by 
means of hypercalls. Like in full virtualization, the user applications are 
allowed to access the underlying infrastructure directly.

Pros

• It eliminates the additional overhead of binary translation and hence 
improves the overall system efficiency and performance.

• It is easier to implement than full virtualization as there is no need 
for special hardware.
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FIGURE 7.11
Paravirtualization.
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Cons

• There is an overhead of guest OS kernel modification.
• The modified guest OS cannot be migrated to run on physical 

hardware.
• VMs suffer from lack of backward compatibility and are difficult to 

migrate to other hosts.

7.3.3 Hardware-Assisted Virtualization

In the two previous approaches, there is an additional overhead of binary trans-
lation or modification of guest OS to achieve virtualization. But in this approach, 
hardware vendors itself, like Intel and AMD, offer the support for virtualization, 
which eliminates much overhead involved in the binary translation and guest 
OS modification. Popular hardware vendors like Intel and AMD has given the 
hardware extension to their x86-based processor to support virtualization.

For example, the Intel releases its Intel Virtualization Technology (VT-x) and 
AMD releases its AMD-v to simplify the virtualization techniques. In VT-x, 
the guest state is stored in virtual machine control structures and in AMD-v in 
virtual machine control blocks. In hardware-assisted virtualization,  the VMM 
has the highest privilege (root privilege) level even though it is working below 
ring 0. The OS resides at ring 0 and the user application at ring 3, as shown in 
Figure 7.12. Unlike the other virtualization approaches, the guest OS and the 
user applications are having the same privilege level (nonroot privilege level). 
As discussed earlier, the hardware-assisted virtualization technique removes 
binary translation and paravirtualization. Here, the OS requests directly trap 
the hypervisor without any translation. As in other virtualization approaches, 
the user requests are directly executed without any translation.
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Pros

• It reduces the additional overhead of binary translation  in full 
virtualization.

• It eliminates the guest OS modification in paravirtualization.

Cons

• Only new-generation processors have these capabilities. All 
x86/x86_64 processors do not support hardware-assisted 
virtualization features.

• More number of VM traps result in high CPU overhead, limited 
 scalability, and less efficiency in server consolidation.

A summary of the different approaches to virtualization is given in Table 7.1.

7.4 Hypervisors

VMs are widely used instead of physical machines in the IT industry today. 
VMs support green IT solutions, and its usage increases resource utiliza-
tion, making the management tasks easier. Since the VMs are mostly used, 

TABLE 7.1

Summary of the Different Approaches to Virtualization

 
Full 

Virtualization Paravirtualization 
Hardware-Assisted 

Virtualization 

Technique Binary translation 
and direct 
execution

Hypercalls OS requests trap to 
VMM without binary 
translation or 
paravirtualization

Guest OS modification No Yes No
Compatibility Excellent 

compatibility
Poor compatibility Excellent compatibility

Is guest OS hypervisor 
independent?

Yes No Yes

Performance Good Better in certain 
cases

Fair

Position of VMM and 
privilege level

Ring 0 Below ring 0 Below ring 0
Root privilege Root privilege

Position of guest 
OS and privilege level

Ring 1 Ring 0 Ring 0
Nonroot privilege Root privilege Nonroot privilege

Popular vendor(s) VMware ESX Xen Microsoft, Virtual Iron, 
and XenSorce
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the technology that enables the virtual environment also gets attention 
in industries and academia. The virtual environment can be created with 
the help of a software tool called hypervisors. Hypervisors are the software 
tool that sits in between VMs and physical infrastructure and provides the 
required virtual infrastructure for VMs. Generally, the virtual infrastruc-
ture means virtual CPUs (vCPUs), virtual memory, virtual NICs (vNICs), 
virtual storage, and virtual I/O devices. The hypervisors are also called 
VMM. They are the key drivers in enabling virtualization in cloud data cen-
ters. There are different hypervisors that are being used in the IT industry. 
Some of the examples are VMware, Xen, Hyper-V, KVM, and OpenVZ. The 
different types of hypervisors, some popular hypervisors in the market, 
and security issues with recommendations are discussed in this section.

7.4.1 Types of Hypervisors

Before hypervisors are introduced, there was a one-to-one relationship 
between hardware and OSs. This type of computing results in underutilized 
resources. After the hypervisors are introduced, it became a one-to-many 
relationship. With the help of hypervisors, many OSs can run and share a 
single hardware. Hypervisors are generally classified into two categories:

 1. Type 1 or bare metal hypervisors
 2. Type 2 or hosted hypervisors

The major difference between these two types of hypervisors is that type 1 
runs directly on the hardware and type 2 on host OS. Figures 7.13 and 7.14 
illustrate the working of type 1 and type 2 hypervisors, respectively.

Type 1 hypervisor is also known as bare metal or native hypervisor. It can 
run and access physical resources directly without the help of any host OS. 
Here, the additional overhead of communicating with the host OS is reduced 
and offers better efficiency when compared to type 2 hypervisors. This type 
of hypervisors is used for servers that handle heavy load and require more 
security. Some examples of type 1 hypervisors include Microsoft Hyper-V, 
Citrix XenServer, VMWare ESXi, and Oracle VM Server for SPARC.

Type 2 hypervisors are also known as embedded or hosted hypervisors. 
This type of hypervisors requires the host OS and does not have direct 
access to the physical hardware. These types of hypervisors are installed 
on the host OS as a software program. The host OS is also known as physi-
cal host, which has the direct access to the underlying hardware. The major 
disadvantage of this approach is if the host OS fails or crashes, it also results 
in crashing of VMs. So, it is recommended to use type 2 hypervisors only on 
client systems where efficiency is less critical. Examples of type 2 hypervi-
sors include VMWare Workstation and Oracle Virtualbox.

A summary of some of the popular hypervisors that are in the market is 
given in Table 7.2.
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7.4.2 Security Issues and Recommendations

The hypervisor creates a virtual environment in the data centers. So, the better 
way to attack the resources is attacking the hypervisor. The hypervisor attack 
generally compromises the hypervisor through malicious code written by any 
attacker to disrupt or corrupt the whole server. In a virtualized environment, 
hypervisor is the higher authority entity that has the direct access to the hard-
ware. So, most of the attackers will target the hypervisor as an entry point to 
attack the system. In bare metal hypervisor (type 1), it is very difficult to perform 
the attack as it is deployed directly on the hardware. But the hosted hypervisors 
(type 2) are more vulnerable to the attacks as hypervisors are running on top of 
the host OSs. There are two possibilities of attacking the hypervisor:

 1. Through the host OS
 2. Through the guest OS

Attack through the host OS: Attacks from the host OS can be performed by exploit-
ing the vulnerabilities of the host OS. It is known that even the modern OSs 
are also vulnerable to the attacks. Once the OS gets compromised, the attackers 
have full control over the applications running on top of the OS. As hypervisors 
(type 2) are also an application that is running on top of the OS, there is a pos-
sibility of attacking the hypervisor through the compromised host OS. The idea 
behind attacking the hypervisor through the host OS is illustrated in Figure 7.15. 
Once the attacker gets full control over the hypervisor through the compromised 
OS, the attacker will be able to run all the privileged instructions that can control 
the actual hardware. The attacker can do the following malicious activities:

• Denial of service attack, where the attacker can deny the virtual 
resources when there is a request from the new VM

• Stealing the confidential information that is stored in the VMs

Attack through the guest OS: The hypervisor  can also be compromised or 
attacked from the malicious script from the compromised guest OS. 

TABLE 7.2

Summary of Hypervisors

Hypervisor Vendor Type License

Xen University of Cambridge 
Computer Laboratory

Type 1 GNU GPL v2

VMWare ESXi VMware, Inc. Type 1 Proprietary
Hyper-V Microsoft Type 1 Proprietary
KVM Open virtualization alliance Type 2 GNU general public license
VMWare workstation VMware, Inc. Type 2 Shareware
Oracle Virtualbox Oracle Corporation Type 2 GNU general public license 

version 2
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Since the guest OS is communicating with the hypervisor to get virtual 
resources, any malicious code from the guest OS or VMs can compromise 
the hypervisor. Normally, the attacks from the guest OS will try to abuse 
the underlying resources. The idea behind the attack through the guest OS 
is illustrated in Figure 7.16. As shown in the figure, the attacker will try to 
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FIGURE 7.15
Attack through the host OS.

Guest OS Guest OS

Application Application Application Application Application Application Application Application

Virtual machine Virtual machine
Attack

Attack

Attack

Hypervisor

Processor Memory Storage Network

Physical shared infrastructure

Compromised
guest OS

VProcessor VMemory VStorage VNetwork VProcessor VMemory VStorage VNetwork

FIGURE 7.16
Attack through the guest OS.
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attack or compromise the hypervisor from the malicious VMs. Once the 
hypervisor gets compromised from the guest OS or malicious VMs, it can 
misuse the hypervisors’ high privilege on the hardware. This type of attack 
is possible in both type 1 and type 2 hypervisors. After the hypervisor gets 
compromised, the attacker can do the following malicious activities:

• Get the unauthorized access to the other VMs that share the physical 
hardware.

• Attacker can utilize the hardware resources fully to launch resource 
exhaustion attacks, etc.

Recommendations to avoid hypervisor attacks: Most of the attacks on the hypervisor 
are through the host OS or the guest OS. So, the OS should be protected from 
the malicious attacker or the hypervisors should be protected from the com-
promised OSs. There are several best practices to keep the hypervisor secured:

• Update the hypervisor software and the host OS regularly.
• Disconnect the unused physical resources from the host system or 

hypervisor.
• Enable least privilege to the hypervisor and guest OS to avoid the 

attacks through unauthorized access.
• Deploy the monitoring tools in the hypervisor  to detect/prevent 

malicious activities.
• Strong guest isolation.
• Employ mandatory access control policies.

7.5 From Virtualization to Cloud Computing

Many users of current IT solutions consider the technologies virtualization 
and cloud computing as the same. But both technologies are actually different, 
or in other words, we can say virtualization is not cloud computing. We can 
prove this claim with the following parameters:

 1. Type of service: Generally, virtualization  offers more infrastructure 
services rather than platform and application services. But cloud 
computing offers all infrastructure (IaaS), platform (PaaS), and soft-
ware (SaaS) services.

 2. Service delivery: The service delivery in cloud computing  is on-
demand and allows the end users to use the cloud services as per 
the need. But virtualization is not made for on-demand services.
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 3. Service provisioning: In cloud computing, automated and self-service 
provisioning is possible for the end users, whereas in virtualization, it 
is not possible and a lot of manual work is required from the provid-
ers or system administrator to provide services to the end users.

 4. Service orchestration: Cloud computing allows the service orchestra-
tion and service composition to meet end user requirements. Some 
providers are also providing automated service orchestration to the 
end users. But in virtualization, orchestrating different service to get 
composite services is not possible.

 5. Elasticity: One of the important characteristics that differentiate 
cloud computing from virtualization is elasticity. In cloud comput-
ing, we can add or remove the infrastructure dynamically according 
to the need, and adding or removing the infrastructure is automatic. 
But virtualization fails to provide elasticity as stopping and starting 
a VM is manual and is also difficult.

 6. Targeted audience: The targeted audience of these two technologies 
is also different. Cloud computing targets the service providers for 
high resource utilization and improved ROI. At the same time, it 
also facilitates the end users to save money by using on-demand ser-
vices. In the case of virtualization, the targeted audience is only the 
service providers or IT owners, not the end users.

With this short discussion, we can conclude that cloud computing and virtual-
ization are different. But there might be some question that will arise from the 
IT owners: “I already invested more in virtualization technology, do I need to 
change everything to get the benefits of cloud computing?” The answer to this 
question is no as cloud computing uses virtualization for its service delivery. 
Cloud computing can run on any virtualized environment as virtualization is 
one of the enabling technologies for cloud computing. Of course, without vir-
tualization, cloud computing might not exist. Cloud computing uses virtual-
ization for better resource utilization and is coupled with utility computing to 
benefit service providers, developers, and end users. In other words, we can say 
that cloud computing takes virtualization to the next step. Cloud computing 
and virtualization converge in better resource utilization, and virtualization 
stops there whereas cloud computing moves one step ahead and joins utility 
computing to provide IT as a service. There are different cloud service models 
available, namely Infrastructure as a Service (IaaS), Platform as a Service (PaaS), 
and SaaS. In this section, we shall discuss how cloud computing uses the virtu-
alization technology to provide different cloud services.

7.5.1 IaaS

The cloud computing  service delivery model that allows the customers 
to access the resources as a service from the service provider data center 
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is known as the Infrastructure as a Service (IaaS)  model. The virtualiza-
tion concept is fully utilized in the infrastructure layer of the cloud com-
puting. The IaaS service offers virtual memory, virtual processors, virtual 
storage, and virtual networks to run the VMs.

The IaaS service utilizes the memory, processor, storage, and network vir-
tualization of the underlying infrastructure. The IaaS layer uses the hyper-
visors to abstract the underlying resources for the VMs. The virtual data 
center will not be simply referred to as a cloud data center. The virtualized 
data center will be called as cloud data center if it delivers the service on a 
pay-per-use basis. Normally, for achieving IaaS services, type 1 hypervisors 
will be selected rather than type 2 hypervisors as the type 1 hypervisors are 
directly accessing the underlying hardware. IaaS is generally provided in 
the form of VMs that uses the virtual resources abstracted from the physical 
resources.

Normally, the real cloud data centers will contain the networked server 
machines for providing massive infrastructure services. So, whenever 
one server is overloaded with many VMs, the additional request will 
be migrated to the other free physical server by using the load balancer. 
There are many IaaS providers that are available in the market, which 
include Amazon, Microsoft, OpenStack, Eucalyptus, and CloudStack. The 
general service provisioning mechanism of IaaS services is illustrated in 
Figure 7.17.
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FIGURE 7.17
IaaS.
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7.5.2 PaaS

The Platform as a Service (PaaS) allows the end user to develop and deploy 
the application online by using the virtual development platform provided 
by the service provider. Generally, the service provider will provide all the 
development tools as a service to the end users through the Internet. The 
end users need not install any integrated development environments (IDEs), 
programming languages, and component libraries in their machine to access 
the services.

The programming languages, databases, language runtimes, middleware, 
and component libraries will be provided to the customers by abstracting 
the actual platform that runs in the provider data center. Generally, the 
deployment of application developed using the PaaS service depends on the 
type of cloud deployment model. If the end users select any public cloud 
deployment model, the application will be hosted as an off-premise applica-
tion. If the users select the private deployment model, the application will be 
accessed as an on-premise application. Generally, the PaaS services utilize 
the OS-level, database-level, programming language–level virtualization to 
provide the virtual development platform to the end users. Generally, the 
PaaS providers will provide a variety of client tools such as WebCLI, REST 
APIs, and Web UI to the developers for accessing the virtual platform. Some 
PaaS providers allow the offline development by integrating with the IDEs 
like eclipse to make the development environment availability. The devel-
opers need not be online to use their services. They can work offline and 
push the application online whenever it is ready for the deployment. Here, 
application scalability is a very important factor. The scalability of the appli-
cation can be achieved by the proper load balancer that transfers the extra 
load to the new server. Examples of PaaS service providers include Google 
App Engine, Microsoft Windows Azure, Redhat OpenShift, and force.com. 
A general overview of the PaaS service is illustrated in Figure 7.18.

7.5.3 SaaS

Like infrastructure and platform, software applications can also be virtu-
alized. The software delivery model that allows the customers to access 
the software that is hosted in the service provider data center through the 
Internet is known as Software as a Service (SaaS).

Generally, SaaS is a subscription-based application rather than a licensed 
application. To access the SaaS application, customers need not install it on 
their machine. With the simple web browser, they can access the applica-
tion from the service provider data center through the Internet. SaaS uti-
lizes application-level virtualization  to deploy the application. The SaaS 
application allows multiple customers to share the same instance of an 
application. This technology is popularly known as multitenancy. Since 
many users are sharing the application, the load on the application will 
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be more and unpredictable. The ability of handling the extra load decides 
the scalability of the application. The scalability of the application will be 
increased by the software load balancer, which will transfer the additional 
load to the new application/database server. Here, multiple application 
instances and database instances will be created to ensure high scalability. 
Some of the popular SaaS applications are Google Docs, Google Drive, and 
Microsoft Office 360. An overview of a SaaS application is illustrated in 
Figure 7.19.

Virtualization is used as an enabling technology to provide multitenant 
infrastructure, development platform, and SaaS. Additionally, there are 
other cloud services that use virtualization  such as Network as a Service 
using network virtualization, Storage as a Service using storage virtualiza-
tion, and Database as a Service using database virtualization.

7.6 Summary

Virtualization is a widely used technology in the IT industry to increase 
resource utilization and ROI. It allows the same physical infrastructure to be 
shared between multiple OSs and applications. The other benefits of virtual-
ization include dynamic data center, green IT support, ease of administration, 
and improved disaster recovery. There are three types of approaches used 
to achieve virtualization, namely full virtualization, paravirtualization, and 
hardware-assisted virtualization. Full virtualization completely abstracts the 
guest OS from the underlying infrastructure. Paravirtualization provides par-
tial abstraction of the guest OS from the underlying infrastructure with slight 
modification of the guest OS. In hardware-assisted virtualization, the hard-
ware vendor itself offers the support for virtualization. Hypervisors are the 
key drivers in enabling virtualization in large-scale cloud data centers. There 
are two types of hypervisors available, namely type 1 or bare metal hypervi-
sor and type 2 or hosted hypervisors. Type 1 hypervisors can directly interact 
with the underlying infrastructure without the help of the host OS. Type 2 
hypervisors need the host OS to interact with the underlying infrastructure. 
Since hypervisors are used as the enabling technology in virtualized data 
centers, there are different types of attacks targeted on the hypervisors to 
disrupt the servers. Normally, the attacks are performed by malicious codes 
to compromise the hypervisors. The attacks may target both the guest OS 
or host OS. The attacks can be mitigated by strong guest isolation, frequent 
updates, enabling least privilege policies, monitoring tools, etc. Virtualization 
helps in creating multitenant cloud environment, where a single instance of 
the resource can be shared by multiple users. Cloud computing and virtual-
ization are different. Cloud computing uses virtualization with utility com-
puting to provide different services such as IaaS, PaaS, and SaaS.



185Virtualization

Review Points

• Virtualization is a technology that changes the computing from phys-
ical infrastructure to logical infrastructure (see Section 7.1).

• Processor virtualization is the process of abstracting physical proces-
sor to the pool of virtual processor (see Section 7.2.1).

• Memory virtualization is the process of providing virtual main mem-
ory to the VMs that are abstracted from the physical main memory 
(see Section 7.2.2).

• Storage virtualization is a form of resource virtualization where a 
multiple physical storage is abstracted as a multiple logical storage 
(see Section 7.2.3).

• Network virtualization is the process of abstracting physical network-
ing components to form a virtual network (see Section 7.2.4).

• Data virtualization aggregates the heterogeneous data from a dif-
ferent source to a single logical or virtual volume of data (see 
Section 7.2.5).

• Application virtualization allows the users to access the virtual 
instance of the centrally hosted application without installation (see 
Section 7.2.6).

• Protection rings are used to isolate the OS from untrusted user appli-
cations (see Section 7.3).

• Full virtualization is the process of completely abstracting the under-
lying physical infrastructure with binary translation and direct exe-
cution (see Section 7.3.1).

• Paravirtualization or OS-assisted virtualization partially abstracts the 
underlying infrastructure with hypercalls (see Section 7.3.2).

• Hardware-assisted virtualization eliminates the overhead of binary 
translation and hypercalls, where the hardware vendors itself sup-
port virtualization (see Section 7.3.3).

• Hypervisor or VMM is a software tool that enables virtualization (see 
Section 7.4).

• Bare metal hypervisor or type 1 hypervisor can run on physical infra-
structure without any help from the host OS (see Section 7.4.1).

• Hosted hypervisor or type 2 hypervisors require the help of the 
host OS to communicate with the underlying infrastructure (see 
Section 7.4.1).

• Hypervisor attacks mostly target the VMM by the malicious code 
either from the guest OS or host OS (see Section 7.4.2).
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• Cloud computing is different from virtualization by means of type of 
service, service delivery, elasticity, etc. (see Section 7.5).

• IaaS uses the processor, memory, storage, and network virtualiza-
tion to provide the infrastructure services (see Section 7.5.1).

• PaaS virtualizes the development platform and provides it as a ser-
vice to the developers (see Section 7.5.2).

• SaaS allows the multiple end users to share the single instance of 
centrally hosted software (see Section 7.5.3).

Review Questions

 1. What is virtualization? List its benefits and drawbacks.
 2. Explain how virtualization changes the computing in the IT industry.
 3. Briefly explain how hardware resources such as processor, memory, 

storage, and networks can be virtualized.
 4. Write short notes on data virtualization  and application 

virtualization.
 5. What are protection rings? Explain how it is used in virtualization.
 6. Explain the different approaches used to achieve virtualization with 

a neat diagram.
 7. Differentiate full virtualization, paravirtualization, and hardware-

assisted virtualization techniques.
 8. What is the role of hypervisor in virtualization? Briefly explain the 

different types of hypervisors with a neat diagram.
 9. Differentiate type 1 and type 2 hypervisors.
 10. Explain the different attacks targeted on hypervisors with a neat 

diagram.
 11. Recommend some of the best practices to avoid/prevent the attacks 

on hypervisors.
 12. Are virtualization and cloud computing  the same? Justify your 

answer.
 13. Explain how cloud computing is different from virtualization.
 14. Compare and contrast cloud computing and virtualization.
 15. Explain how virtualization  is used as an enabling technology in 

delivering cloud services such as IaaS, PaaS and SaaS.
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8
Programming Models for Cloud Computing

Learning Objectives

The objectives of this chapter are to

• Give a brief description about the programming models available in 
cloud

• Point out the advantages and disadvantages of each programming 
model

• Point out the characteristic of each programming model
• Describe the working base of each programming model
• Point out the key features of the programming model
• Discuss the suitability of each programming model to different 

kinds of application

Preamble

Cloud computing is a broad area that has garnered the attention of several 
people and is now much more than a buzzword. This technology is one of 
the few that have directly affected human beings. In simple terms, a cloud 
offers services to its customers in several ways. One of the important ways is 
through Software as a Service (SaaS). In SaaS, a software application is given 
as a service to the users. There are several properties associated with cloud 
applications: scalability, elasticity, and multitenancy. Each and every cloud 
application should have the aforementioned properties.

This is what differentiates cloud from conventional applications. It is a known 
fact that any application involves a specific development strategy. In general, all 
development processes are characterized by the use of a specific programming 
model chosen based on the type of application we develop. The properties 



190 Essentials of Cloud Computing

of application play a very important role in choosing a programming model. 
Thus, the development of this cloud application faces certain challenges.

Cloud computing is an emerging technology, and there are not many 
programming languages developed for it. This chapter broadly discusses 
the programming models available in cloud. Based on the approach or the 
method, the programming models can be classified into two. The first is 
using an existing programming model and extending it or modifying it to 
suit the cloud platform, and the second one is by developing a whole new 
model that will be suitable for cloud. These will be discussed in two separate 
sections. The first section of this chapter gives a brief introduction about pro-
gramming models. It also discusses about cloud computing, its properties, 
and the impact that this field has on the technological world and the market. 
This section also discusses the differences between a usual application and 
a cloud application, as well as the big reason behind the quest for a new pro-
gramming model. The existing programming models and languages used 
are discussed first, followed by the new programming models that are spe-
cifically designed for cloud. The chapter ends with a summary and some 
review questions.

8.1 Introduction

Programming model is a specific way or a method or approach that is fol-
lowed for programming. There are several programming models avail-
able in general, each having their own advantages and disadvantages. 
Programming models form the base for any software or application devel-
opment approach. The properties of these programming models decide 
their usage and their impact. As far as general programming models are 
concerned, these have continuously evolved. Each evolutionary step is char-
acterized by certain changes to the existing methodology, and at each level, 
a new functionality is added, which facilitates the programmers in one or 
several ways. As the technology is growing, so are the problems. One pro-
gramming model cannot be the solution for all the problems, even with a 
large number of advancements. In these cases, a whole new programming 
model is developed for a specific set of problems or for general use. To 
address an issue, any of the two approaches can be used.

Today, cloud computing is one of the most popular and extensively 
used technologies. As a technology, cloud is considered to be good and 
is popular because it allows users to primarily use computing, storage, 
and networking services on demand without spending for infrastruc-
ture (capital expenditure). An extensive research is going on in this seg-
ment. Many business organizations have started depending on cloud. 
The fast development of cloud was driven by its market-oriented nature. 
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Several big companies  like Amazon, Google, and Microsoft have started 
using cloud extensively, and they intend to continue this trend.

With the advent of cloud computing, there came a new shift in the comput-
ing era. All the applications are being migrated to cloud as the future seems 
to be fully dependent on it. The service architecture of cloud has three basic 
components called service models, namely Infrastructure as a Service (IaaS), 
Platform as a Service (PaaS), and Software as a Service (SaaS). Among these 
three, SaaS is the most important model where software is given as a service 
from cloud. This software is specifically designed for cloud platform, and for 
designing a software or application, you have to use a specific programming 
model. Thus, a study about it is important.

Cloud has several properties that make it totally different from other 
conventional software applications, such as scalability, concurrency, mult-
itenancy, and fault tolerance. There are generally two types of practices: one 
is extending the existing programming models or languages to cloud, and 
the other is to have a completely new model specifically designed for cloud. 
The programming models under these two areas are broadly discussed.

8.2 Extended Programming Models for Cloud

This section discusses the existing programming models that can be 
extended to a cloud platform. Not all programming models can be migrated 
to cloud. As discussed, there are several properties of cloud that make it 
a different technology from others. Thus, certain changes have to be made 
to address the issues of the cloud. Only certain programming models that 
have some similarity to cloud or have a structure that can eventually sup-
port certain parameters like scalability, concurrency, and multitenancy can 
be extended. Out of these properties, scalability and concurrency are consid-
ered to be very important for cloud. Scalability is the ability of the system to 
scale itself up or down according to the number of users. This is one of the 
reasons behind the popularity of cloud. Thus, this property should be taken 
care of by any programming model. Some of the programming models and 
frameworks that are suitable for cloud, including certain programming lan-
guages, are discussed in the following subsections.

8.2.1 MapReduce

MapReduce is a parallel programming model developed by Google [1]. This 
is one of the technologies that has a specific impact on the area of parallel 
computing as well as cloud computing. MapReduce uses a parallel program-
ming paradigm for computation of a large amount of data by partitioning 
or segregating them into several pieces, processing them in parallel, and 
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then combining them to generate a single result. These processes are called 
map and reduce, respectively. The popular PaaS called Aneka also uses Map 
Reduce with .NET platform [2].

The first step in the map and reduce functions involves segregation of large 
data and sending it to map function. The map function performs map opera-
tion on data. Subsequently, the data are sent for reduce operation where the 
actual results are obtained. This is discussed in detail in the following sub-
sections and shown in Figure 8.1.

8.2.1.1 Map Function

First, the large data are traced and segregated as key/value pairs. The map 
function accepts the key/value pair and returns an intermediate key/value 
pair. Usually, a map function works on a single document. The following 
formula depicts the exact operation:

 Map Key Val List Key Val1 1 2 2, ,  ( ) → ( )

The list of key/value pair obtained is subsequently sent to the reduce function.

8.2.1.2 Reduce Function

Once the list of key/value pair is prepared after the map functions, a sort and 
merge operation is applied on these key/value pairs. Usually, reduce function 
works on a single word. Input of distinct key/value pair is given and in return 
the group with the same key/value pair is obtained, as shown in the following 
equation:

 
Re 2 3duce Key List Val List Val2, ( )( ) → ( )

The resultant values give the final set of result.
The most popular example is counting the words in a file.
In the first step, the words (key) are assigned the values. The word rep-

resents the key, and the count represents the value. Whenever the word is 
encountered, the key/value pair is generated. This set of <word, count> pair 

Data Map Result

Re
du

ce

FIGURE 8.1
MapReduce.
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obtained from the map function is sent to the reduce function. The result is 
sorted, and the reduce function combines all the words that have the same 
key and the count (value) is automatically incremented (added) for each pair 
obtained. Thus, the result gives each word with its count.

Key features

• Supports parallel programming
• Fast
• Can handle a large amount of data

8.2.2 CGL-MapReduce

CGL-MapReduce is another type of MapReduce runtime and was devel-
oped by Ekanayake et al. [3]. There are specific differences between CGL-
MapReduce and MapReduce. Unlike MapReduce, CGL-MapReduce uses 
streaming instead of a file system for all communications. This eliminates the 
overheads associated with file communication, and the intermediate results 
from the map functions are directly sent. The application was primarily cre-
ated and tested for a large amount of scientific data and was compared with 
MapReduce. Figure 8.2 shows the working architecture of CGL-MapReduce 
where its several components are depicted.

 1. Map worker: A map worker is responsible for doing map operation.
 2. Reduce worker: A reduce worker is responsible for doing reduce 

operation.

Content dissemination network

Communication

Map

Reduce Reduce

Data read/write

Data split File system

Map MR
driver

User
program

FIGURE 8.2
CGL-MapReduce. (Adapted from Ekanayake, J. et al., Mapreduce for data intensive scientific 
analyses, IEEE Fourth International Conference on eScience’08, 2008 (eScience’08), Indianapolis, IN, 
IEEE, Washington, DC, 2008.)
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 3. Content Dissemination Network: Content dissemination network 
handles all the communication between the components using the 
NaradaBroker, which was developed by Ekanayake et al. [3].

 4. MRDriver: MRDriver is a master worker and controls the other 
workers based on the instructions by the user program. CGL-
MapReduce is different from MapReduce, the main difference 
being the avoidance of file system and usage of streaming. Several 
steps involved in CGL-MapReduce are depicted in Figure 8.3 and 
explained as follows [3]:

 a. Initializing stage: The first step involves starting the MapReduce 
worker nodes and configuration of the MapReduce task. 
Configuration of the MapReduce is a onetime process and 
multiple copies of it can be reused. This is one of the improve-
ments of CGL-MapReduce, which facilitates efficient iterative 
MapReduce computations. These configured MapReduce are 
stored and executed upon the request of the user. Here, fixed 
data are given as input.

 b. Map stage: After the initialization step, MRDriver starts the map 
computation upon the instruction of the programmer. This 
is done by passing the variable data to the map tasks. This is 

Fixed data

Variable data

Iterative map-reduce

Initialize

Map

Reduce

Combine

Terminate

FIGURE 8.3
Steps involved in CGL-MapReduce. (Adapted from Ekanayake, J. et al., MapReduce for 
data intensive scientific analyses, IEEE Fourth International Conference on eScience’08, 2008 
(eScience’08), Indianapolis, IN, IEEE, Indianapolis, IN, 2008.)
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relayed to workers for invoking configured map tasks. It also 
allows passing the results from one iteration to another. Finally, 
the map tasks are transferred directly to reduce workers using 
dissemination network.

 c. Reduce stage: As soon as all the map tasks are completed, they 
are transferred to reduce workers, and these workers start 
executing tasks after they are initialized by the MRDriver. 
Output of the reduce function is directly sent to the user 
application.

 d. Combine stage: In this stage, all the results obtained in the 
reduce stage are combined. There are two ways of doing it: if 
it is a single-pass MapReduce computation, then the results are 
directly combined, and if it is iterative operation, then appro-
priate combination is obtained such that the iteration continues 
successfully.

 e. Termination stage: This is the final stage, and user program gives 
the command for termination. At this stage, all the workers are 
terminated [3].

Key features

• Uses streaming for communication
• Supports parallelization
• Iterative in nature
• Can handle a large amount of data

8.2.3 Cloud Haskell: Functional Programming

Cloud Haskell is based on the Haskell functional programming language. 
These functional programming languages are function based and work 
like mathematical functions. Usually, the output here is based on the input 
value only. Functional programming consists of components that are often 
immutable. Here, in Cloud Haskell, the immutable components form the 
basis. Immutable components are the components whose states cannot be 
modified after they have been created. Cloud Haskell is a domain-specific 
language [4].

The programming model is completely based on message-passing inter-
face, which can be used for highly reliable real-time application. The main 
aim is to use concurrent programming paradigm. The Cloud consists of sev-
eral applications and users who are independent and are large in numbers. 
Thus, to address the issue, concurrency has to be ensured for a large number 
of requests. Cloud Haskell provides the concurrency features with complete 
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independence for the application. The data are completely isolated and the 
applications cannot breach the boundary and access other data. As men-
tioned earlier, the communication is completely based on message-passing 
model. According to the developers, there needs to be a separate cost model 
that would determine the data movement. There are several advantages of 
Haskell apart from the use of Erlang’s fault tolerance model. Its main advan-
tage is that it is a pure functional language. All the data are immutable by 
default and functions are idempotent. Idempotency here refers to the ability 
of the functions to restart from any points on its own without the use of any 
external entity such as a distributed database when the function is aborted 
due to hardware error.

A cost model has been introduced specifically in Cloud Haskell, which 
was not present in Haskell. Here, the cost model determines the commu-
nication cost between the processes. This model is not designed to have a 
shared memory. As the model supports concurrency and these processes 
are isolated, fault tolerance is expected to an extent and the failure of one 
process would not affect others. There are several other novel features that 
are included into this model such as serialization. Whenever a programmer 
tries to use the distributed code, he had to run the code in a remote system. 
This was not possible in Haskell versions. Thus, in this model, the develop-
ers introduce a mechanism that will automatically take care of this issue 
without extending the compiler.

In simple terms, the serialization is taken care of with full abstraction so 
that the programmer does not know it. The model also takes care of failure, 
which is an important issue in cloud. There are many ways in which failure 
might affect the functioning of the system. As the number of systems con-
nected and users increase, failure rate also increases. Usually, to confront 
partial failure, the whole system is restarted. This is considered as one of 
the inefficient solutions as when it comes to cloud the number of distributed 
nodes is high, and so restarting a system can prove to be very costly. Thus, 
to maintain fault tolerance, Erlang’s method is used. Even if a function fails 
because of certain reasons, it can be separately restarted without affecting 
the other parts and processes. Here, the components are immutable and oth-
erwise called pure functions [4].

Key features

• Fault tolerant
• Domain-specific language
• Uses concurrent programming paradigm
• No shared memory
• Idempotent
• Purely functional
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8.2.4 MultiMLton: Functional Programming

MultiMLton is specifically used for multiprocessor environments and is an 
extension of MLton. MLton is an open-source, whole-program, optimizing 
standard ML compiler [5]. It is used for expressing and implementing vari-
ous kinds of fine-grained parallelism. It has the capability to efficiently han-
dle a large number of lightweight threads. It also combines new language 
abstractions and compiler analyses. There are several differences between 
MultiMLton and its other counterparts like Erlang and ConcurrentML. 
It provides additional parallelism whenever possible and whenever the 
result is profitable by using deterministic concurrency within threads. This 
increases speed and will eventually give good performance. It also provides 
message-passing aware composable speculative actions [5]. It provides iso-
lation among groups of communicating threads [5]. The communication 
between the threads happens through simple message-passing techniques. 
It allows construction of asynchronous events that integrate abstract syn-
chronous communication protocols.

The MultiMLton model consists of a component that is known as a parasite. 
These parasites are mini threads that depend on a main or master thread for 
its execution. As mentioned earlier, communication between threads can be 
synchronous and asynchronous. Figure 8.4 shows a simple communication 
between the parasite of one thread and another thread.

Key features

• Can efficiently handle a large number of lightweight threads.
• Suitable for multiprocessor environment.
• Deterministic concurrency is used wherever necessary.

8.2.5 Erlang: Functional Programming

Erlang is one of the important types of functional programming language. 
It was developed by Joe Armstrong and is one of the very few languages 
that are highly fault tolerant. Even Haskell (another programming lan-
guage) uses Erlang’s fault tolerance model [4].

Thread

Parasite

Thread

Communication

FIGURE 8.4
Message passing.
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Erlang is a concurrent programming language that uses asynchronous 
message-passing techniques for communication. Here, communication can 
be done only through a message-passing mechanism. Creating and delet-
ing processes are very easy, and message-passing processors require less 
memory; hence, it is considered as lightweight. It follows a process based on 
a model of concurrency.

This programming model is used to develop real-time systems where 
timing is very critical. Fault tolerance is one of the important properties 
of Erlang. It does not have a shared memory as mentioned earlier; all the 
interactions are done through message passing. It has good memory man-
agement system and allocates and deallocates memory automatically with 
dynamic (runtime) garbage collection. Thus, a programmer need not worry 
about the memory management, and thereby memory-related errors can be 
avoided. One of the most striking properties of Erlang is that it allows code 
replacement in the runtime. A user can change the code while a program is 
running and can use the same new code simultaneously.

Erlang, by definition, is a declarative language. It can also be regarded as a 
functional programming language. Functional programming languages are 
the languages that depend only on input data. This property is usually called 
immutability. This is the base property that makes functional programming 
the most suitable programming model for cloud. These properties allow the 
programmers to use concurrency and to scale the system, which is one of the 
important properties of cloud.

Key features

• Fault tolerant
• Robust
• Concurrent
• Uses functional programming model

8.2.5.1 CloudI

CloudI is an open-source cloud computing framework developed by Michael 
Truog. It allows building a cloud platform (a private cloud) without actual 
virtualization. It is basically for back-end server processing tasks. These tasks 
require soft real-time transaction processing external to database usage in any 
language such as C, C++, Python, Java, Erlang, and Ruby [6]. CloudI is built 
over the Erlang programming language. It is aimed at being fault tolerant and 
has a highly scalable architecture (a cloud at the lowest level; bringing Erlang’s 
fault tolerance to polyglot development). It consists of a messaging application 
programming interface (API) that allows CloudI services to send requests.

CloudI API supports both publish/supply and request/reply messages. Apart 
from fault tolerance, which is one of its important properties, CloudI can easily 
support other languages or a polyglot environment. It is not necessary for a user 
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to know Erlang completely to work with CloudI. Any service module in CloudI 
is a miniature of the central module. Each service module contains CloudI API.

Here, all the communications is done through CloudI API. Figure 8.5 
depicts the interrelations and the communication between the CloudI ser-
vice instance and process service instances. The CloudI messaging bus acts 
as an interface between the APIs and the Erlang VM. Each process service 
consists of CloudI API and is responsible for communication.

Key features

• Uses functional programming model
• Fault tolerant
• Supports many languages
• Supports extensive scalability

8.2.6 SORCER: Object-Oriented Programming

Service-ORiented Computing EnviRonment (SORCER) is an object ori-
ented cloud platform for transdisciplinary service abstractions proposed by 
Michael Sobolewski, which also supports high-performance computing. It is 
a federated service-to-service (S2S) metacomputing environment that treats 
service providers as network peers with well-defined semantics of a service 
object-oriented architecture [8].

Transdisciplinary computing consists of several service providers. All ser-
vice providers have a collaborative federation, and they use an orchestrated 
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FIGURE 8.5
CloudI communication. (Adapted from Bringing Erlang’s fault-tolerance to polyglot 
 development, available [online]: http://www.toptal.com/erlang/a-cloud-at-the-lowest-level-
built -in-erlang.)
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workflow for their services. As soon as the work is over, the collaboration 
is dissolved and the service providers search for other federations to join. 
This method is wholly network based. Here, each service is an independent 
and self-sustaining entity called remote service provider, which  performs 
specific network tasks. Thus, the whole method is network centric. For 
controlling the whole system, an operating system (OS) is required, which 
will enable the providers to give instructions related to interaction between 
services.

The users do not use this technology as for managing the orchestration 
and the interaction between the services. The users have to know command 
line codes and script, thereby making it a tedious job. Hence, to solve this 
problem, service-oriented operating system (SOOS) is used. Here, metapro-
gram is considered as a process expression of remote component programs, 
and the SOOS makes all the decisions about place, time, and other details 
regarding running the remote component program. The metaprograms are 
programs that remotely manipulate the other programs as its data. Here, it is 
used as a specification for service collaboration.

Figure 8.6 shows the difference between the different types of computing 
mechanisms. These include multidisciplinary, interdisciplinary, and trans-
disciplinary computing. The metaprogram is used for transdisciplinary 
computing. The diagram clearly shows the place where metaprogram is 
executed. Figure 8.6a shows a discipline that consists of several data, opera-
tions, and control components connected together in a workflow to give the 
result. Figure 8.6b shows multidisciplinary models that involved two or more 
disciplines but not intercommunication between the disciplines. Similarly, 
Figure  8.6c shows an  interdisciplinary model where intercommunication 
between the disciplines is involved. Finally, Figure 8.6d shows the transdisci-
plinary models where multiple disciplines with interdisciplinary communica-
tion are present, and here the components from outside the discipline can also 
contribute to the results. These transdisciplinary models use the metaprogram.

The whole concept of SORCER is based on remote processing. Here, the 
corresponding computational components are autonomically provisioned by 
using metainstructions that are produced by service metaprocessor. This is 
done instead of sending the executable files directly through the Internet. 
Metaprogram and metainstruction are service command and service 
instruction, respectively.

Here, a metacompute OS is used, which manages the whole dynamic fed-
eration of service providers and resources. With its own control strategy, it 
allows all the service providers to collaborate among themselves, which is 
done according to the metaprogram definition given. The metaprogram, in 
terms of metainstruction, can be submitted to metacompute OS.

There are several layers in SORCER, as shown in Figure 8.7, and among 
them SORCER OS is the most important. In the figure, the layers are grouped 
according to their functionality. The command virtual platform and the 
object virtual platform collectively form the platform cloud.



201Programming Models for Cloud Computing

The service nodes and the domain specific (DS) service providers collec-
tively do the service cloud operation. The aforementioned operations with 
command native platforms and evaluator filters are controlled by metapro-
cessor. The whole thing is managed by service operating system and above 
which service programs or service requestors request the services.

SORCER is focused on metamogramming. Metamogramming is a pro-
cess in which metamodeling or programming environment is used for 
creation of symbolic process expression. Thus, SORCER introduces a 
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FIGURE 8.6
Types of operations: (a) discipline, (b) multidisciplinary, (c) interdisciplinary, and (d) transdis-
ciplinary. (Adapted from Sobolewski, M., Object-oriented service clouds for transdisciplinary 
computing, in Cloud Computing and Services Science, Springer, New York, 2012, pp. 3–31.)



202 Essentials of Cloud Computing

metacompute OS that consists of all the required system services, which 
includes object metaprogramming, federated file system, and autonomic 
resource management. These properties are to support service object– 
oriented programming. It basically provides solution for multiple trans-
disciplinary applications that require complex transdisciplinary solutions. 
SORCER is deployed over FIPER.

FIPER is federated intelligent project environment, and its main aim is to 
provide federation of distributed service objects that provide engineering 
data, applications, and tools on a network. In short, SORCER metamod-
eling architecture is based on domain/management/carrier, or the DMC 
triplet [8].

Key features

• Object-oriented nature
• Service-oriented architecture
• Transdisciplinary

8.2.7 Programming Models in Aneka

Aneka is a PaaS developed by Manjrasoft, Inc. There are three programming 
models defined and used by Aneka, which are discussed in the following.

8.2.7.1 Task Execution Model

In this model, the application is divided into several tasks. Each task is exe-
cuted independently. As defined by the developers of Aneka, tasks are work 
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Service operating systems

Object virtual platform
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FIGURE 8.7
SORCER architecture. (Adapted from Sobolewski, M., Object-oriented service clouds for transdis-
ciplinary computing, in Cloud Computing and Services Science, Springer, New York, 2012, pp. 3–31.)
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units that are executed by the scheduler in any order. As it involves a large 
number of tasks, it is very much suitable for distributed applications, specifi-
cally applications where several independent results are involved, and these 
independent results are then combined to give a final result. For these kinds 
of problems, the independent results can be considered as output from the 
tasks, and later these results can be combined by the user. It also supports 
dynamic creation of tasks [9].

Key features

• Suitable for distributed application
• Independent tasks

8.2.7.2 Thread Execution Model

In thread model, the applications are executed using processes. Each pro-
cess consists of one or more threads. As defined by the developers of Aneka, 
threads are a sequence of instructions that can be executed in parallel with 
other instructions. Thus, in thread execution model, the execution is taken 
care by the system [10].

Key features

• Supports heavy parallelization.
• Multiple thread programming is available.

8.2.7.3 Map Reduce Model

This model is similar to the actual MapReduce model described in the first 
section. The Map Reduce model is implemented in the Aneka platform.

8.3 New Programming Models Proposed for Cloud

This section discusses about the programming models that are newly 
designed for cloud. These programming models are designed from scratch. 
As these models are specifically designed for cloud, the important properties 
of cloud, such as scalability, distributed nature, and multitenancy, form the 
base for designing algorithm. Unlike the previous method, there is no neces-
sity to go according to any language specification. Mainly all the approaches 
concentrate on the distributed nature of algorithms. The concept of a new 
programming model came because of certain disadvantages that were found 
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in existing programming models. The main disadvantage is that you cannot 
eliminate certain basic properties of existing approaches. Only new param-
eters can be added or slight modification can be done so as to achieve the 
required goal. Whereas when a new programming model is designed, the 
designer has full liberty to include anything without any restriction. The 
following section also includes a few APIs and toolkits that are specifically 
designed for cloud.

8.3.1 Orleans

Orleans is a framework developed by Microsoft for creating cloud applica-
tions [11]. It is an attempt by Microsoft to give a software framework that will 
facilitate both client and server sides of cloud application development. This 
uses a concurrent programming paradigm.

As this application is designed for cloud, there are several characteristics 
that are considered. The important features of Orleans include

• Concurrency
• Scalability
• Reduced errors
• Security

The basic idea around which this whole framework is developed is the use of 
grains. These grains are logical computational units that are considered to be 
the building blocks of Orleans. The grains are independent and isolated, and 
all the processes are executed by using grains. A grain can have several acti-
vations. These activations are instantiations of grains in the physical server. 
Activations are helpful as several processes can concurrently be executed 
by using several activations. Though the model supports concurrency by 
default, a grain does not execute processes concurrently. A grain can serve 
only one request at a time. The next request can be served only once a request 
is completed.

There can be zero, one, or several activations. Thus, to support paral-
lel execution, several activations of a single grain can be created and sev-
eral requests can be served in parallel. Several advantages of this feature, 
as quoted by the developers, include increasing throughput and reducing 
latency. This feature has a great impact on Orleans. They communicate with 
each other by passing messages. Each grain has a state. The state determines 
the current position of a grain. When several activations are created for a 
single grain, there is a possibility that the state of the grain might change. 
This might lead to inconsistencies among all the activations. This issue is 
also addressed by Orleans.
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Scalability is another issue that needs to be considered when it comes to the 
development of cloud application. Orleans on its part considers scalability as 
an important issue and tries to provide a solution. The concept of grains 
and activation itself considers scalability, and in addition to that, Orleans 
addresses the issue by the use of sharded database. Sharded database is hori-
zontally partitioned into several components with each component (shard) 
consisting of several rows. This sharded database architecture is used in 
the back end to support the grains. Thus, grains can be fully independent 
and can have an independent computation. This is called grain domain. The 
property of distributed and independent computation is very effective since 
all the applications depend on database. If there is a single database, then it 
becomes a bottleneck. Thus, everything would depend on the single data-
base, and if that database fails, the whole system collapses. But when the 
system is distributed in nature, it is not the case.

The failure of a single application results in a failure of a part of a data-
base that would not affect other chunks of databases and thereby would not 
affect other applications. Thus, in a way, it becomes fault tolerant and is exten-
sively usable and scalable as application isolation and independence is guar-
anteed. There is no restriction in creation of number of grains and number 
of activations. Thus, as the number of request increases, so are the number 
of processes, then we can simultaneously increase the grains and activations 
to serve those requests. These processes will not affect each other as they are 
completely isolated. And so, the concept of grains and activation itself is the 
solution for scalability. Figure 8.8 depicts the layer at which the Orleans works. 
The Orleans is implemented as a library in C# over .Net framework [11].

Apart from these issues, the model introduces transactions, and accord-
ing to the developers there are several reasons for using transactions. The 
first reason is that the activations can change the state of the grains; thus, 
all the changes made by the processes need to be maintained. To maintain 
consistency, there is a necessity to have a separate mechanism for main-
taining it as several activations can change the data simultaneously. The 
other reason is replication of data. Replication of data, which is inevitable 
in the case of cloud technology, has to be done carefully. This is because 
several applications are dependent on data, and replication of data can 

Application

Orleans runtime

Azure

Windows

FIGURE 8.8
Orleans system. (Adapted from ORLEANS: A framework for cloud computing, available: 
http://research.microsoft.com/en-us/projects/orleans/.)
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result in inconsistency. Thus, transactions are introduced. Apart from scal-
ability, Orleans introduces restricted concurrency [11].

Key features

• Fault tolerant
• Sharded database
• Efficient transaction handling
• Restricted concurrency
• Security

8.3.2 BOOM and Bloom

Berkeley orders of magnitude (BOOM) is a project undertaken by UC 
Berkeley. It aims at creation of a programming framework designed for 
cloud. Bloom is a programming language created for the project BOOM. 
Bloom programming language is extensively distributed in nature. BOOM 
is highly distributed and unstructured in nature. As the name suggests, 
this was designed so that people can design large systems as cloud. It tries 
to follow a nontraditional approach to an extent possible. The approach 
developed is disorderly and data centric. BOOM aims at less code and more 
scalability. It uses a fully distributed approach. BOOM uses BOOM FS, 
which is a Hadoop distributed file system (HDFS). According to the ana-
lytics, the BOOM FS is 20% better than HDFS. The design goals of Bloom 
are as follows [13]:

• Familiar syntax
• Integrated with imperative languages
• Modularity, encapsulation, and composition

BLOOM uses the CALM principle and is built by using dedalus. The CALM 
principle is used for building automatic program analysis and visualization 
tools for reasoning about coordination and consistency, whereas dedalus is 
a temporal logic language. Dedalus is a time-oriented distributed program-
ming language. It focuses on data-oriented nature based on time rather than 
space. Data related to space is not extensively used. It is not necessary for the 
programmer to understand the behavior of the interpreter or compiler since 
Dedalus is a pure temporal language [14].

Key features

• Modularity, encapsulation, and composition
• Extensively distributable
• Unstructured
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8.3.3 GridBatch

GridBatch is a system that allows programmers to easily convert a high-level 
design into the actual parallel implementation in a cloud computing–like 
infrastructure. This was developed by Liu and Orban [15]. It does not paral-
lelize automatically, and a programmer has to do this after understanding 
the application and should be able to decide upon its parallelizability factors. 
GridBatch provides several operators facilitating the programmers to do the 
tasks for parallelization. Usually, to implement an application, it should be 
broken down into 296 pieces of smaller tasks and the partition should be such 
that it has a maximum performance. To facilitate these things, GridBatch pro-
vides a set of libraries. These libraries have everything in it. The programmer 
needs to know how to use the library, and by using the library and operators 
effectively, a programmer can achieve the highest efficiency. GridBatch is 
specifically designed for cloud applications, but because of its simple paral-
lel programming nature, it can be effectively used for grid computing and 
cluster computing as well. It supports the aforementioned environments bet-
ter than its other counterparts, and it gives higher programmer productivity. 
As far as GridBatch is concerned, an application should have a large amount 
of data parallelism to have large performance gains. This GridBatch frame-
work is suitable for analytical applications that involve a large amount of 
statistical data [15].

Key features

• Simple
• Supports efficient parallelization
• Better performance gains

8.3.4 Simple API for Grid Applications

Simple API for grid applications (SAGA) is a high-level API that provides a 
simple, standard, and uniform interface for the most commonly required 
distributed functionality. It was developed by Goodale et al. [16] and is 
mainly used for distributed applications. It also provides separate toolkits to 
work with distributed applications and provides assistance for implement-
ing commonly used programs. The SAGA API is written in C++ with C and 
Java language support. A library called engine provides support for runtime 
environment decision making by using a relevant adapter, and this is the 
main and most important library [17]. SAGA uses task model and asynchro-
nous notification mechanism for defining a concurrent programming model.

Here, the concurrent units are allowed to share object states, which are 
one of the necessary properties. This property creates an additional over-
head of concurrency control. Thus, enforced concurrency mechanism needs 
to be adopted. But, enforced concurrency mechanism can be a problem in 
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some cases as sometimes it might not suit a certain problem domain and 
might result in unnecessary increase in complexity and overhead. Thus, con-
currency control mechanisms are not enforced. The user has to take care 
of concurrency. SAGA works directly over the grid toolkits like global and 
condor that are used for creating grids. Unlike open grid service architecture 
(OSGA), SAGA is not a middleware; instead, SAGA can work over OSGA. 
The distributed applications are deployed over SAGA.

The applications are works over distributed application pattern or user 
modes. Though SAGA works directly over toolkits, it is not a middleware. 
It is an API as the name suggests. Figure 8.9 depicts the architecture of SAGA 
with all the layers involved in an application development. Here, the SAGA 
API works over several grid components such as condor and globus. Several 
types of distributed application managing modes are deployed over SAGA. 
These involve process like MapReduce and process for managing hierarchi-
cal jobs. Over this, the actual distributed application works. An application 
can work directly either over SAGA or over distributed application pattern 
layer. Usually, the intermediate layer between SAGA and application facili-
tates an efficient management of resources.

Further, SAGA can be elaborated based on the two types of packages 
available. The first one is the packages that are related to look and feel. 
These look and feel API packages are important because it is responsible for 
providing the look and feel throughout. These include task model, security, 
monitoring, error handling, and attributes. Another package is called SAGA 
API packages. These are the basic packages that are required  for  SAGA. 

Distributed application

SAGA

Grid

Distributed
application

pattern/user
modes

FIGURE 8.9
SAGA architecture. (Adapted from SAGA tutorial, available: http://www.cybertools.loni.org/
rmodules.php.)
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These include job management, namespace, file management, replica man-
agement streams, and remote procedure call. Figure 8.10 depicts these 
packages.

 1. Job management: As SAGA involves a large number of jobs to be sub-
mitted to the grid, job management function is used. This is used 
for submission, control, and monitoring the jobs. The function of the 
job manager is to submit the job to the grid resource, describe the 
procedure for controlling these jobs, and retrieve information about 
running and completed jobs. The submission of jobs is done for two 
modes: batch and interactive.

 2. Namespace management: Namespace management is responsible for 
managing namespaces, and it works collectively with file manage-
ment package.

 3. File management: The files that are part of this SAGA are managed 
by the application. These files are accessed by the SAGA appli-
cation without knowing the location of the file. This, along with 
namespace, is responsible for several operations on the file like 
read, seek, and write.

 4. Replica management: Replica management describes interactions with 
replica systems [17]. A replica is a file registered on a logical file. This 
is used for creation and maintenance of logical file replicas and to 
search a logical file on metadata [17].

SAGA API Packages

Namespace

File Manager

Replica Manager

Streams

Remote Procedure Call

Job Manager

FIGURE 8.10
SAGA API packages.
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 5. Streams management: The main function of a stream manager is to 
apply the simplest possible authenticated socket connection with 
hooks to support application-level authorization.

 6. Remote procedure call: This manages all the remote procedure calls 
and provides methods for communication.

Key features

• Simple API
• C and Java language support

8.4 Summary

The users using cloud are increasing rapidly; thus, the demand for cloud is 
very high. The way an application is developed in the usual environment 
and the way it is developed in cloud are different. This chapter discusses 
about the programming models that are proposed for cloud computing. 
As  cloud computing involves development of several applications, there 
needs to be a specific programming model that will facilitate the develop-
ment of cloud application. As cloud applications are different, the existing 
programming model cannot be used as such. This chapter discusses both the 
types of programming models for cloud: the existing programming models 
that can be extended to cloud and the new programming models proposed. 
In the first category, functional programming, parallel programming, and 
object-oriented programming are extended to cloud. Existing programming 
languages that suit cloud are also discussed. Similarly, as far as new models 
are concerned, the distributed nature of cloud is mainly taken into account. 
Several new programming models proposed are discussed as well as a few 
frameworks specifically designed for cloud programming.

Review Points

• Sharded database: Sharded database is horizontally partitioned into 
several components with each component (shard) consisting of sev-
eral rows (see Section 8.3.1).

• Grain: Logical computational units considered as building blocks of 
Orleans (see Section 8.3.1).
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• Parasite: A parasite is a small (lightweight) thread that depends on 
other threads (main) (see Section 8.2.4).

• Immutable components: These are the components whose state cannot 
be modified after they have been created (see Section 8.2.3).

• Idempotency: It is the ability of a function to restart without the use 
of any external entity or recovery mechanism, even after the system 
has encountered a hardware failure (see Section 8.2.3).

• Content dissemination network: Content dissemination network is 
responsible for managing communication between different com-
ponents of CGL-MapReduce (see Section 8.2.2).

• Metamogramming: A process in which metamodeling or program-
ming environment is used for creation of symbolic process expres-
sion (see Section 8.2.6).

• Metaprogram: It is a program that manipulates other programs 
remotely as its data (see Section 8.2.6).

• GridBatch: It is a system that allows programmers to easily convert a 
high-level design into the actual parallel implementation in a cloud 
computing–like infrastructure (see Section 8.3.3).

• Condor and globus: Grid toolkits used for creating grids (see 
Section 8.3.4).

• Fault tolerant: It refers to the ability of the system to withstand error 
(see Section 8.2.5).

Review Questions

 1. What is the main difference(s) between Cloud Haskell and Erlang?
 2. What are the pros and cons of having a new programming model?
 3. Which programming language is highly fault tolerant and for which 

type of application was it originally designed?
 4. Point out the difference(s) between MapReduce and CGL-MapReduce.
 5. In Orleans, failure of one portion of the application would not affect 

the whole application. Justify.
 6. Does Cloud Haskell have its own fault-tolerance mechanism? If no, 

then on whose fault mechanism it is based?
 7. Which programming model (language) allows runtime code 

replacement?
 8. What are the main reasons for using transactions in Orleans?
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 9. What are the components of SAGA?
 10. Does GridBatch parallelize the code automatically? If yes, then how? 

Else, who is responsible for parallelization of the code?
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9
Software Development in Cloud

Learning Objectives

The main objective of this chapter is to introduce the concept of Software 
as a Service (SaaS) and its development using Platform-as-a-Service (PaaS) 
technology. After reading this chapter, you will

• Understand how SaaS applications are different from traditional 
software/application

• Understand how SaaS benefits the service providers and the end 
users

• Understand the pros and cons of different SaaS delivery models
• Understand the challenges that are introduced by SaaS applications
• Understand how to develop a cloud-aware SaaS applications using 

PaaS technology

Preamble

This chapter gives an insight about SaaS applications that are different and 
offer many advantages when compared to traditional applications. We cannot 
choose the SaaS delivery option for all kinds of applications. The suitability 
of SaaS is also discussed in this chapter as well as the many SaaS deploy-
ment and delivery models available for SaaS development. Even though SaaS 
applications offer more advantages to the consumers, they bring a lot of chal-
lenges to developers with regard to SaaS application development, and this 
chapter will further discuss these challenges. An overview of other cloud 
service models such as Infrastructure as a Service (IaaS) and Platform as 
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a Service (PaaS) that can be leveraged to develop multitenant-aware, scal-
able, and highly available SaaS applications is detailed in this chapter. This 
chapter also gives an idea about achieving secured multitenancy at the data-
base level with different multitenancy models. Finally, the chapter discusses 
about the monitoring and SLA maintenance of SaaS applications.

9.1 Introduction

SaaS is a promising software delivery and business model in the infor-
mation technology (IT) industry. The applications will be deployed by 
the SaaS provider in their managed or hosted infrastructure. The end 
users can access the hosted application as a service whenever there is 
a need. For using SaaS, the end users need to pay the full license fee. 
They can pay for what they used or consumed. To access the SaaS applica-
tion, the customers need not install the software on their devices. It can 
be accessed from the service provider infrastructure using a simple web 
browser over the Internet. In the traditional software delivery model, the 
relationship between the end user and the software is one to one and 
licensing based. The end users have to buy the software from the ven-
dors by paying a huge licensing amount. Some heavyweight applications 
need a high computing power. So, the end users have to buy the required 
hardware also. So, the initial investment to use the software is high, and 
if you look at the usage, it will be very low. To overcome this disadvantage 
of the traditional software delivery model, companies started developing 
the SaaS application, which has one-to-many relationships with the end 
users and the software. SaaS follows the multitenant architecture, and it 
allows many customers to share a single instance of the software, popu-
larly known as multitenancy. Because of its cost- effective nature, many 
customers started moving to SaaS applications rather than the traditional 
licensing-based software. SaaS applications benefit not only the end users 
but also the service providers. In the traditional application service pro-
vider (ASP) model, the service providers host the applications on their 
own data center to benefit the end user. As the application delivery is 
one to one, the ASPs manage dedicated infrastructure for each customers, 
which forces them to invest a huge amount in managing the infrastruc-
ture, reducing their return on investment (ROI). Then the ASPs and the 
independent software vendors (ISVs) started using the alternate software 
delivery model (SaaS), which increased their ROI and at the same time 
benefitted the users. Now, most of the traditional ASPs and ISVs started 
realizing the business benefits of SaaS and started the SaaS development 
business.



217Software Development in Cloud

9.1.1 SaaS Is Different from Traditional Software

The SaaS delivery model is different from the traditional license-based tra-
ditional software. The following discusses the many characteristics that dif-
ferentiate the SaaS application from traditional applications:

• SaaS provides web access to commercial software on pay-as-you-use 
basis.

• SaaS applications are developed, deployed, and managed from a 
central location by the service provider.

• It allows the same instance of the SaaS application to be shared by 
multiple customers or tenants.

• Updates are performed by the service provider, not by the user.
• SaaS applications allow service integration with other third-party 

services through application programming interfaces (APIs) pro-
vided by them.

9.1.2 SaaS Benefits

SaaS applications provide cost-based benefits to the customers. It is also an 
on-demand, easy, and affordable way to use the application without a need 
to buy it. Additionally, SaaS solutions are easy to adopt and integrate with 
other software. Some of the notable benefits of SaaS are mentioned in the 
following:

 1. Pay per use: SaaS applications are consumed by the end users on a 
pay-per-use basis. SaaS applications are on a subscription basis and 
allow the customers to use and disconnect the service as they wish. 
In the traditional software delivery model, the customers need to 
pay the full amount even if they use it very less.

 2. Zero infrastructure: For installing and running traditional software, 
customers need to buy the required hardware and software, increas-
ing the capital expenditure. In SaaS customers, there is no need to 
buy and maintain the infrastructure, operating system, develop-
ment platforms, and software updates.

 3. Ease of access: The SaaS application requires a simple web browser 
and an Internet connection to access it. The template-based respon-
sive user interface (UI) will adapt automatically to the end user 
device, increasing the user experience and ease of access.

 4. Automated updates: In the traditional software delivery model, 
the customers need to perform the bulk update, which is an over-
head. But in SaaS, the service provider will perform the automated 
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updates. So, the customers can access the most recent version of the 
application without any updates from their side.

 5. Composite services: Using SaaS applications, we can integrate other 
required third-party web services or cloud services through their 
API. It allows us to create a composite service.

 6. Dynamic scaling: SaaS applications are used by a diverse user commu-
nity. The load on the application will be dynamic and unpredictable. 
But with the dynamic load balancing capability, SaaS applications 
can handle any additional loads effectively without affecting their 
normal behavior.

 7. Green IT solutions: SaaS applications are supporting the Green IT 
solutions. Since SaaS applications are multitenant and share the 
same resources and application instances, buying additional hard-
ware and resources can be eliminated. The high resource utiliza-
tion allows the application to consume less energy and computing 
power. SaaS solutions are becoming smarter and have energy-
aware features in it that does not consume much resource for its 
operation.

9.1.3 Suitability of SaaS

SaaS applications are used by many individuals and organizations for its 
cost-effective nature. Their adoption by large enterprises also increases in a 
fair amount. But we cannot use SaaS applications in all places. The following 
are some applications where SaaS may not be the best option:

• Some real-time applications where fast processing of data is needed
• Applications where the organization’s data are more confidential 

and the organization does not want to host their data externally
• Applications where existing on-premise applications fulfill the orga-

nization’s needs

The following are examples where SaaS is the best option:

• For applications where the end user is looking for on-demand soft-
ware rather than full-term/licensing-based software

• For a start-up company that cannot invest more money on buying 
licensed software

• For applications that need the accessibility from handheld devices 
or thin clients

• For applications with unpredictable and dynamic load
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9.2 Different Perspectives on SaaS Development

The SaaS model provides web access to the commercial software. Since SaaS 
applications are deployed and managed by the service providers, customers 
are getting access to software services without any overhead of maintaining 
underlying infrastructure and platform. SaaS providers also can reduce the 
maintenance overhead by choosing other appropriate cloud services such 
as IaaS and PaaS, reducing the capital and operation expenditure of main-
taining the servers. SaaS can be deployed and delivered from the traditional 
infrastructure or cloud infrastructure. There are different SaaS deployment 
and delivery models available to benefit the service provider and customer, 
which is discussed in this subsection.

9.2.1 SaaS from Managed Infrastructure and Platform

This model uses the traditional infrastructure and the platform for devel-
oping and deploying the SaaS application. Cloud computing characteristics 
will be satisfied only at the SaaS layer. In the other two layers (platform and 
infrastructure), the cloud characteristics will not be satisfied. This means 
that the underlying infrastructure and platform are not cloud enabled. The 
degree of multitenancy is also very low in this type of model as  multitenancy 
is not achieved at the PaaS and IaaS levels. The developed SaaS application 
will be delivered to the customers in a one-to-many model. Figure 9.1 illus-
trates the concept of delivering SaaS from the self-managed infrastructure 
and platform.

Shared SaaS

Managed platform

Managed infrastructure

Tenant
A

Tenant
B C

Tenant

FIGURE 9.1
SaaS delivery from managed infrastructure and platform.
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Pros

• This type of SaaS delivery model ensures more security to the user 
data as the infrastructure and platform are maintained by the SaaS 
provider.

• The SaaS provider gets full control over the infrastructure and 
development platform.

• There is no problem of vendor lock-in. The application can be easily 
migrated to any other infrastructure without any major modification.

Cons

• More overhead in maintaining the underlying infrastructure and 
platform.

• The service providers have to invest more on the infrastructure. So, 
this model is not suitable for SaaS development companies that do 
not have much amount to invest.

• Since the development environment is managed by the service pro-
vider, there is an additional overhead of maintaining the scalability 
and availability of the application.

• Resource utilization will be very low.

9.2.2 SaaS from IaaS and Managed Platform

In this type of service delivery model, the SaaS providers can use the infra-
structure provided by any IaaS provider. The infrastructure provider may 
be a public or private IaaS provider. The public infrastructure will be cho-
sen if the SaaS application does not require more security to the data. If 
the application needs more security and at the same time more resource 
utilization, they can choose the private IaaS model. Here, the multitenancy 
will be achieved at the infrastructure and application layers. The service 
providers have to manage their own development platform. Since the infra-
structure is given by a third party, there is a possibility of vendor lock-in 
at the IaaS layer. Figure 9.2 illustrates SaaS delivery from the IaaS and self-
managed platform.

Pros

• Ensures high resource utilization at the infrastructure level.
• Reduces the capital investment on the infrastructure.
• Capital investment can be reduced.
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Cons

• Still there is additional overhead in maintaining the development 
platform.

• Has to enable highly scalable and available features manually.
• There is a possibility of vendor lock-in at the infrastructure layer.

9.2.3 SaaS from Managed Infrastructure and PaaS

SaaS can be developed and delivered from self-managed infrastructure and 
shared PaaS. Normally, the application developed using this model will be 
deployed as an on-premise application. PaaS used here is generally a private 
PaaS. There are many PaaS providers who allow the customers to build their 
own private PaaS on their managed data center. This model will best suit the 
community deployment of SaaS. In the community deployment model, the 
infrastructure will be maintained by a group of organizations. The devel-
opment platform (PaaS) can be accessed as a service by the different orga-
nizations. This type of model will reduce the overhead in maintaining the 
platform. SaaS-specific features such as high scalability and availability will 
be handled by the PaaS itself. But the overhead in maintaining the infra-
structure will remain unsolved. This type of model also provides high secu-
rity to the data. The vendor lock-in at the PaaS level can be possible in this 
type of model as the provider will be the third-party provider. This type of 
problem can be avoided by building our own PaaS platform on the managed 
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Shared IaaS

Managed platform

A B C
Tenant

FIGURE 9.2
SaaS delivery from shared IaaS and managed platform.
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infrastructure. Figure 9.3 depicts the idea of developing and delivering SaaS 
from managed infrastructure and shared PaaS.

Pros

• The scalability and availability of the application will be provided 
by PaaS by default. So, the SaaS provider can concentrate more on 
application development.

• Security will be moderated, and there is full governance over user data.

Cons

• Even though overhead in maintaining the development platform 
is reduced, the overhead in maintaining the infrastructure still 
remains unsolved.

• This type of model will be suitable only for private/public SaaS 
applications. As the load on the public SaaS is high and unpredict-
able, the service providers may have to buy a new additional infra-
structure to handle extra load. This is not possible for small SaaS 
development companies.

9.2.4 SaaS from IaaS and PaaS

This type of SaaS development and delivery model gets all the benefits of 
cloud computing. The infrastructure for developing and deploying a SaaS 
application will be provided by the IaaS provider, reducing the overhead in 
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FIGURE 9.3
SaaS delivery from managed infrastructure and shared PaaS.
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maintaining the underlying infrastructure. In the same way, the develop-
ment platform also can be provided by the PaaS provider. The IaaS and PaaS 
provider might be public or private. The public IaaS and PaaS give more 
benefits than the private IaaS and PaaS. Normally, the public IaaS and PaaS 
will be selected to reduce the maintenance overhead and initial investment. 
Multitenancy is provided at all layers, that is, infrastructure, platform, and 
application layers. This type of multitenancy is called as high-level mult-
itenancy, which is not available in other SaaS development and delivery 
models. Figure 9.4 illustrates the idea of developing and delivering SaaS 
from the IaaS and PaaS.

Pros

• The best delivery model that suits public SaaS applications.
• Ensures high resource utilization as it enables multitenancy at all 

layers of the application. It also supports Green IT applications.
• Dynamic scaling of IaaS and PaaS provider ensures the high scal-

ability of the application. SaaS development companies need not 
worry about the scalability of the application.

• The high availability of the applications is ensured by the replica 
and the backup and recovery mechanism provided by the service 
provider.

• No overhead in maintaining the infrastructure and development 
platform. This enables SaaS development companies to develop 
more applications in a short span of time.

Shared SaaS

Shared PaaS
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FIGURE 9.4
SaaS delivery from shared IaaS and PaaS.
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Cons

• Since this type of model mostly uses public IaaS and PaaS models, 
the application will be hosted as off-premise applications. So, there 
is no governance over customer data.

• There is a possibility of cross tenant attacks as multitenancy is 
enabled at all levels of the application.

There are different development and deployment models discussed in this 
subsection. The deployment model of SaaS (public or private or community) 
will be selected based on the security requirement of the user data. The 
investment of buying and managing the infrastructure also will be consid-
ered before selecting the deployment model.

9.3 New Challenges

Many on-premise web applications are replaced by SaaS applications because 
of the business benefits of SaaS applications. Adoption of SaaS by large enter-
prises is increasing so as the adoption by individual users. This is due to the 
security issues of the data that are stored in the cloud. Large enterprises are 
worrying about data security, data governance, and availability. In this subsec-
tion, we shall discuss the challenges that make SaaS development difficult.

9.3.1 Multitenancy

Enabling multitenancy in a SaaS application is a challenge that all developers 
are facing today. Multitenancy can be achieved at the infrastructure, platform, 
database, and application levels for better resource utilization. Multitenancy 
is a one-to-many model that allows multiple customers to share a single 
instance of code and database of the SaaS application. So, developers need 
to learn the required knowledge of developing a multitenant software. For 
example, there are several multitenancy levels available with respect to data-
base, namely, separate database, shared database and separate schema, and 
shared database and shared schema. The developer has to choose the correct 
multitenancy level based on the customer’s requirement before developing 
the application. The developers can make use of any PaaS to reduce the over-
head in enabling the multitenancy of the SaaS application.

9.3.2 Security

The first important consequence of the multitenancy model of the SaaS appli-
cation is data security. Since the environment is shared, there is a possibility 
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of data breaches. One tenant can easily get access to the other tenants’ data, 
which will result in a serious issue. This is the reason why most of the enter-
prises are not ready to adopt SaaS applications for their business needs and 
isolating tenants’ data is one way to overcome this, which is the biggest chal-
lenge for any SaaS developer. As SaaS applications are web based, the secu-
rity threats that are applicable to traditional applications are applicable to 
SaaS applications as well. Internal and external security attacks should be 
detected and prevented by using proper intrusion detection and intrusion 
prevention systems. The developers can incorporate other security mecha-
nisms such as strong encryption, auditing, authentication, access control, 
and authorization to secure SaaS applications.

9.3.3 Scalability

A scalable SaaS application should handle the extra load on the application 
efficiently. A SaaS application is said to be highly scalable if it handles the 
additional load properly. The scalability of the application can be maintained 
by predicting the load on the system and providing enough resources to 
handle the load. Since SaaS application users are diverse and can connect 
and disconnect from the system at any time, predicting the load on the appli-
cation is a big challenge to the developer. So, the software architect should 
design an architecture that can handle any kind of load on the application. 
The architect should use vertical scaling, horizontal scaling, and load balanc-
ers to develop a highly scalable application. The scalability at the platform and 
infrastructure level also can decide the efficiency of the  application. So, the 
application architecture should use IaaS and PaaS to utilize the advantages 
of cloud services.

9.3.4 Availability

Since SaaS users are storing their data in the service provider data center, 
ensuring the 99.99% availability of the data is a challenge to SaaS developers, 
and a better way to address this is to maintain a proper backup or replica 
mechanism. We cannot predict the failure of data stored in advance and can-
not take preventive measures. Most of the traditional application developers 
rely on third-party tools to ensure the backup and disaster recovery. A devel-
oper can use distributed NoSQL databases that support automatic replica-
tion and disaster recovery rather than relational databases.

9.3.5 Usability

A new challenge introduced by the SaaS application is multiple-device sup-
port. The user may access the application from laptops, mobiles, tablets, and 
other handheld devices. Traditional web application developers used to 
develop rich Internet applications that are not adaptable to mobile devices. 
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So, by keeping the diversity of the end user devices, developers should 
develop a responsive web UI that adapts automatically to all user devices. 
The developers cannot develop a separate version of the application for dif-
ferent devices. The other challenge to the developer is to maintain the per 
tenant customization settings. The UI customization settings of each user 
should be managed properly for each device and should not affect the others.

9.3.6 Self-Service Sign-Up

Many traditional social networking sites use the feature of self-service sign-up 
for the users. But it is not mandatory for all the traditional web applications. But 
for the SaaS application, it is a mandatory feature to be incorporated, creating a 
challenge to the developers. SaaS applications should be available to the users as 
soon as they register. The application should not encourage any admin approval 
to allow the user to access the service. In the same way, the application should 
allow the users to unsubscribe from using the services at any point in time.

9.3.7 Automated Billing

The other challenge that is imposed by the unique characteristics of SaaS is 
automated billing. Most of the existing SaaS application users are facing the 
problem of abusive billing even after disconnected from the services. So, the 
developers should incorporate a proper mechanism to avoid abusive billing 
and maintain the usage history of each tenant. The tenant may subscribe to dif-
ferent services of the same service provider, and a mechanism should be avail-
able to the customers to see their total and per service usage report and billing.

9.3.8 Nondisruptive Updates

The frequent updates of the application may result in the unavailability of the 
application. Whenever the update is performed, it should not affect the normal 
behavior of the user. The other consequence of the update may lead to service-
level agreement (SLA) violation. The update operation decides the downtime of 
the application, which is an important SLA parameter. The update should be per-
formed in such a way that it does not increase the downtime that is  mentioned in 
the SLA. So, scheduling and performing the nondisruptive updates of SaaS appli-
cations are the biggest challenges that developers face to avoid SLA violation.

9.3.9 Service Integration

A good SaaS application should be able to integrate with other third-party 
services. Normally, we cannot integrate third-party services directly. We 
have to use the APIs of service providers to perform service integration. So, 
the architecture of the SaaS application should allow service integration of 
other services through their APIs. Service integration can be achieved by 
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following proper service-oriented architecture (SOA). Another benefit of ser-
vice integration is that we can automate the implementation of some func-
tionalities. Many SaaS providers fail to support service integration, which 
they need to improve while developing SaaS applications.

9.3.10 Vendor Lock-In

The major problem of public cloud services is vendor lock-in. There is no 
global standard followed among the service providers. Each service provider 
follows their own way of providing infrastructure and platform services, and 
the migration of the SaaS application from one service provider to the other 
becomes difficult and leads to vendor lock-in. So, developers should select 
the PaaS or IaaS that is interoperable with other service providers.

9.4  Cloud-Aware Software Development 
Using PaaS Technology

PaaS is a widely used cloud service model that enables the developers to develop 
an application online. PaaS provides the development PaaS on a 0 demand basis. 
The developers need not install any heavyweight software in their machine to 
use PaaS. The developers can develop and deploy an application online through 
the client tools such as web UI, Command Line Interface, web CLI, and repre-
sentational state transfer Representational State Transfer (REST) API provided 
by the service provider. Normally, the development of SaaS application imposes 
a lot of challenges as discussed in the previous section. With the traditional 
development environment, it is very difficult to develop a successful SaaS that 
satisfies all the SaaS-specific requirements. To overcome these challenges, SaaS 
development companies can use the popular PaaS that provides many SaaS-
specific features by default. By using PaaS, the developers can concentrate more 
on application functionalities rather than struggle with enabling SaaS-specific 
features. In this subsection, we shall discuss developing cloud-aware SaaS appli-
cations using PaaS technology.

Benefits of PaaS: PaaS is used by many small SaaS development companies 
and ISVs. The following discusses the many characteristics that increase 
PaaS adoption by an organization:

• PaaS provides the services to develop, test, deploy, host, and main-
tain applications in one place.

• Most of the service providers offer polyglot PaaS where the develop-
ers can use a variety of application development environments in 
one integrated development environment (IDE).
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• The variety of client tools such as web UI, web CLI, REST APIs, and 
IDE integration increases the ease of application development and 
deployment.

• PaaS offers a built-in multitenant architecture for the applications 
developed using PaaS.

• PaaS provides a software load balancer that ensures the dynamic 
scaling of the application.

• The replicas maintained by PaaS providers ensure the high avail-
ability of the application.

• PaaS providers also allow integrating with other web or cloud ser-
vices to develop composite cloud services.

• PaaS increases the collaboration between the development team as 
the application will be deployed at a central place.

• The other important SaaS-specific features like monitoring tools and 
automated billing will be offered by PaaS itself.

Before PaaS and after PaaS: PaaS changes the software development process 
totally when compared to the traditional software development model. In the 
traditional software development, the development process will start from 
requirements analysis that involves all the stakeholders of the system. The 
second phase is the design phase that includes software architecture, UI, and 
database design. The implementation phase is the actual development, or cod-
ing the application with the available development platform. Here, the devel-
opment platform will be a license-based heavyweight software that requires 
machines with high computing power, forcing companies to invest more on 
the development platform and hardware. The testing is the next phase of soft-
ware development that mainly ensures the nonfunctional requirements like 
security, scalability, availability, and portability. There are many tools available 
in carrying out the testing process of the developed application. After testing 
a product, it can be deployed in suitable infrastructure and can be delivered 
to the end users. Normally, if the application is a stand-alone application, it 
will provide a license. If it is a web application, it will be delivered through the 
Internet. Generally, each customer of the application will get a separate copy of 
the application. In the case of a web application, the application will be hosted 
in the service provider infrastructure or customer on-premise infrastructure. 
The next step is to maintain the scalability and availability of the application. 
The company should keep enough additional servers to handle the extra load 
of the application. But in real time, the load on the application will be dynamic 
and unpredictable. So, we cannot decide the power of the hardware, which we 
need to add later. Here, buying and maintaining the additional hardware will 
be an overhead to development companies. The next important thing is avail-
ability of the application. To ensure high availability, companies need to keep 
replicas. Again replica management is a big issue for the companies. In the end, 
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the maintenance process of the application will be carried out by companies. 
Normally, updates will be performed by customers from their machines. Each 
copy of the application should be updated separately. Additionally, sometimes 
updates through a slow Internet connection will disrupt the normal behavior 
of the system. So, to avoid all these problems in traditional software develop-
ment methodologies, companies started using the PaaS technology for better 
productivity.

Figure 9.5 illustrates the software development process before and after 
PaaS. The main problem in traditional software development is the licensed 
platform, overhead in testing, deployment, scaling, and maintenance of the 
application. But PaaS hides all of the overheads that are present in traditional 
software development. Here, the PaaS platform will be provided to the devel-
opers on an on-demand basis through the Internet. So, the developers can use 
the platform to develop their application. The developed application will be 
automatically deployed on the service provider infrastructure by the PaaS tool 
itself. The other important parameters such as dynamic scaling and availabil-
ity will be handled by the PaaS tool. Sometimes, because of poor Internet con-
nection, the developers may not able to use PaaS online. So, to overcome this 
problem, some of the PaaS vendors allow the offline software development by 
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Software development (a) before and (b) after PaaS.
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integrating their online repository with the local IDEs. This enables the devel-
opers to work offline in the local machine and push the application online 
whenever there is an Internet connection. The other advantage is centralized 
maintenance. Here, the application is hosted in a central location. So, the cus-
tomers need not perform the updates from their machine as the service pro-
vider updates the application that will be effected to all the customers.

The developed SaaS application is different from the traditional application. 
SaaS application developers should enable the following features to the applica-
tion: multitenancy, dynamic scaling, and high availability. The process of devel-
oping a SaaS application using PaaS technology is discussed in the following.

9.4.1 Requirements Analysis

The development team should cope up with frequently changing require-
ments of the SaaS application. Generally, in requirements analysis, only the 
customers and the development team will be involved. But in SaaS application 
development, the service provider for the PaaS tool should also be involved. 
The requirements collection team should collect the requirements from all 
the stakeholders. The requirement document should include functional, 
nonfunctional, and other SaaS-specific requirements. Before developing the 
application, the requirements collection team should analyze the suitability 
of the SaaS delivery model for the customers’ requirements. Generally, the 
SaaS delivery model will be selected based on security and ROI. The next 
important thing in the requirements analysis phase is the deployment model 
of the SaaS application. If the application does not need more security, we 
can develop the SaaS application from any public PaaS provider. If it requires 
more security, then we have to select any private PaaS provider to develop 
the application. Normally, in the public deployment model, the overhead in 
maintenance will be low and security threats will be high. But in the pri-
vate deployment model, overhead in maintenance will be high and security 
threats will be moderate. As the SaaS application is going to be delivered 
through the Internet, the SaaS development company should assign highly 
skilled security experts and software architects in order to succeed in the 
SaaS development business. Security experts should ensure the security at 
all layers of the application. The software architect should ensure the scal-
ability and availability of the application. Once the requirements analysis is 
properly done, the development team may start designing the architecture.

9.4.2 Multitenant Architecture

An important characteristic of the SaaS application is multitenancy where 
multiple customers are allowed to share the same application. Achieving mul-
titenancy depends on the software architecture. The software architecture 
should ensure the multitenancy of the SaaS application. Multitenancy can be 
achieved at the infrastructure, development platform, database, and application 
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levels. The architect can choose different levels of multitenancy to utilize the 
resources effectively. If the software architect selects an IaaS provider for the 
infrastructure needs, then the architect is relieved from enabling multitenancy 
at the infrastructure level. If the architect chooses the PaaS provider, the plat-
form level and the infrastructure level multitenancy will be provided by the 
PaaS provider itself. So, the software architect’s job gets reduced to enable the 
multitenancy features only at the software level. Depending on the multitenancy 
level, the isolation security of the data is decided. If multitenancy is achieved at 
all levels, then it is called as high-level multitenancy. If multitenancy is achieved 
only at the application level, then it is called as low-level multitenancy. The secu-
rity threat to data will increase as the multitenancy level increases. Depending 
on the user security requirements, the architect should select the multitenancy 
level. The other advantage of multitenancy is resource utilization. If the com-
pany wants high resource  utilization, they can go for a high-level multitenancy. 
Figure 9.6 illustrates the different levels of multitenancy and isolation available 
to ensure resource utilization and security to the software architect.

9.4.3 Highly Scalable and Available Architecture

Another important characteristic of the SaaS application is dynamic scaling. The 
dynamic scaling feature is not mandatory in the case of traditional web applica-
tions. But in the case of the SaaS application, dynamic scaling is very important.

Like multitenancy, achieving dynamic scaling also depends on the soft-
ware architecture. As the load on the SaaS application becomes unpredict-
able and increases or decreases any time, the architecture should ensure the 
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same performance on varying loads. The scalability of the SaaS application 
can be achieved using horizontal scaling, vertical scaling, software load bal-
ancer, and hardware load balancer. In horizontal scaling, identical resources 
(application server, database server, and infrastructure) will be added to the 
application to handle the additional load. In vertical scaling, the capacity of the 
server (application, database, and infrastructure) will be increased as the load 
increases. The software load balancers also can be used to ensure the dynamic 
scalability of the SaaS application. The role of the software load balancer is 
to distribute additional user request across different application and database 
servers. The hardware load balancer will distribute the load across different 
virtual machines when there is a need for more computing power. If the infra-
structure and development platform is consumed from any service providers 
(IaaS, PaaS), they will provide the hardware and software load balancers to 
balance the load. If the platform and the infrastructure are self-managed, then 
the SaaS development company should rely on third-party tools or they have 
to develop their own. Figure 9.7 illustrates the typical SaaS architecture used 
to achieve high scalability and availability of the SaaS application.
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Like multitenancy and scalability, the availability of the application is 
also an important characteristic of a SaaS application. The availability of the 
application decides its uptime and downtime. The availability of the applica-
tion is an important parameter of the SLA. Ensuring the 99.99% availabil-
ity of the application depends on the replica mechanism that is specified in 
the software architecture. As shown in Figure 9.7, multiple copies of virtual 
machines and database applications should be maintained for high avail-
ability. While maintaining the replica, another important aspect is recovery 
time after any failure. The application should be fault tolerant, and the recov-
ery time should be minimal to avoid SLA violation. The replica should be 
maintained near the customer location to reduce the recovery time after any 
failure or disaster.

9.4.4 Database Design

Achieving multitenancy, scalability, and availability at the database level is 
an important criterion for successful SaaS development. The database design 
for multitenancy should consider the security requirement of the data.

Multitenancy at database level can be achieved by sharing the database 
instance, sharing the database table, and sharing the database schema. 
Depending on the security of the application, the database should be designed 
to secure multitenancy. The database-level multitenancy can be achieved 
in three different ways as illustrated in Figure 9.8. If the database designer 
selects a separate database for different tenants as shown in  Figure  9.8b, 
the security will be ensured. If the shared database and separate schema are 
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selected as shown in Figure 9.8a, the security to the data will be moderated. 
The third multitenancy model shares the database and the schema for the 
tenants as shown in Figure 9.8c.

The scalability and availability of the database decide the performance of 
the application. Most of the SaaS applications are interactive and involve a 
large number of database of read and write requests from the users. When 
the number of requests exceeds the actual capacity of the database server, 
additional requests should be redirected to the other server. When requests 
are redirected, a change of data in one database server should reflect in 
other database servers also. Mostly the type of data used in the SaaS 
application will be diverse and includes structured, semistructured, and 
unstructured data in huge amounts. So, for SaaS applications, Not Only 
Structured Query Language (NoSQL) databases will be a better option 
than traditional relational, object-oriented databases. The developers can 
leverage the advantages of NoSQL databases to achieve scalability and 
availability at the database level in an efficient way.

9.4.5 SaaS Development

After designing the architecture and the databases, the developers need to 
implement the functional requirements given by the customers. As we dis-
cussed earlier, PaaS facilitates the developers in developing highly scalable, 
available, and multitenant-aware SaaS applications.

The PaaS tools allow the developers to develop the application online, and the 
application will be deployed on the service provider infrastructure as soon as the 
developer pushes the application online. Here, the end users or SaaS  consumers 
can access the application online using the web UI provided by the SaaS pro-
vider. Figure 9.9 illustrates the overview of SaaS development using PaaS tools.

The PaaS providers also provide testing tools in the same development 
environment to facilitate the developers. So, the developers can use built-
in testing tools provided by the PaaS providers to test SaaS applications. 
Some PaaS providers offer automated testing of the applications also. While 
developing the application, the developers should incorporate the following 
things for successful SaaS:

• Responsive UI design to support multiple devices
• Role Based Access Control (RBAC), Access Control List (ACL) mech-

anism to uniquely identify users and tenants
• Monitoring tools that will monitor the performance and notify the 

service provider frequently
• Control panel for the tenant and admin to manage the users
• User-centric customization panel that does not affect the settings of 

other tenants or users
• Self-service sign-up for the users
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• Usage statistics and bill calculation
• Help documentation to use the service
• Service integration

9.4.6 Monitoring and SLA Maintenance

As soon as the SaaS application is developed and deployed using PaaS, the 
end users can access the SaaS application over the Internet from any end 
user device such as desktops, laptops, tablets, and mobiles. After delivering 
the application, any misbehavior, failure, security attacks, and disasters of 
SaaS applications should be monitored and prevented. Since a lot of custom-
ers are sharing the same instance of a single application, any misbehavior 
from one tenant will affect the other tenants and the underlying resources. 
Updates should be scheduled and performed in such a way that it does not 
affect the normal behavior of the system, so updating the SaaS application 
frequently will offer the its most updated version to the end users. But if 
you update the application with bulk updates frequently, it may lead to 
the unavailability of the application. Another important job in SaaS moni-
toring is to monitor the SLA violation by both the service provider and 
customer. If there is any SLA violation, the monitoring tool should notify 
the developers to correct the errors that lead to the SLA violation. The SaaS 
providers should define the SLA clearly to the end users before deliver-
ing any services. The SLA should include the availability, response time, 
and degree of support. The service providers also should provide 24 × 7 
support to the end users. The development team should resolve the issues 
frequently as soon as feedback is received from the end users. There are 
many third-party monitoring tools are available to monitor SaaS applica-
tions. The SaaS development company can make use of those monitoring 
tools to reduce the overhead.
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9.5 Summary

SaaS is one of the important services provided by cloud computing. Usage-
based billing, high scalability, ease of access, and other benefits make the most 
of the customers to move from traditional applications to SaaS applications. 
Small business companies/start-up companies started using SaaS to reduce 
their investment on buying software that is underutilized in their organization. 
By using on-demand SaaS applications, any company can increase their ROI. If 
you look at the usage of SaaS in large enterprises, it is very low compared to the 
usage of individuals and small business companies. Large enterprises are hesi-
tant to use SaaS applications for their organizations because of security issues. 
SaaS applications are multitenant. Whenever the users are sharing the applica-
tion, there is a possibility of security attacks between the tenants. If you remove 
the multitenant features from SaaS applications at the infrastructure, platform, 
and software levels, it will result in a high development cost. Obviously, the 
customers need to pay more for the software they use. When someone decides 
to go for SaaS applications, they have to consider its cost and security require-
ments. Based on the cost and security requirements, the service providers can 
follow any of the SaaS development and deployment models discussed in this 
chapter. Other than the security issues, the SaaS application introduces a lot 
of challenges to the developers such as scalability, availability, usability, self-
service sign-up, and automated billing. These challenges can be addressed by 
incorporating the best practices into software engineering and PaaS technol-
ogy. SaaS changes the way the software is delivered, and PaaS changes the way 
the software is developed. PaaS automates the process of deployment, testing, 
and scaling and reduces manual work and the cost involved in developing the 
application. SaaS providers also can utilize IaaS of cloud computing to reduce 
the investment on buying infrastructure.

Review Points

• SaaS is one of the software delivery models that allow the end users 
to share the application that is centrally hosted by a provider (see 
Section 9.1).

• SaaS contains unique characteristics that differentiate it from tradi-
tional software (see Section 9.1.1).

• SaaS benefits include pay per use, zero infrastructure, ease of access, 
automated updates, and composite services (see Section 9.1.2).

• SaaS does not suit the application where fast processing of data is 
needed (see Section 9.1.3).
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• SaaS delivery can be of many forms: managed infrastructure and 
platform, IaaS and managed platform, managed infrastructure 
and PaaS, and IaaS and PaaS (see Section 9.2).

• SaaS challenges such as multitenancy, security, scalability, availabil-
ity, and usability make SaaS development a difficult job for develop-
ers (see Section 9.3).

• Multitenancy is a one-to-many model where a single instance of an 
application can be shared by multiple users (see Section 9.3.1).

• Scalability of the SaaS application depends on how well the applica-
tion will handle the extra load (see Section 9.3.3).

• Availability of the SaaS application can be improved by keeping 
proper backup and recovery mechanisms (see Section 9.3.4).

• Usability of the SaaS application depends on the adaptive and respon-
sive UI design that supports multiple devices (see Section 9.3.5).

• Self-service sign-up feature of the SaaS application allows the end 
users to subscribe or unsubscribe from the service without the inter-
vention of the provider (see Section 9.3.6).

• Automated billing feature maintains the usage history and provides the 
bill based on per tenant usage or per service usage (see Section 9.3.7).

• Nondisruptive updates ensure the uptime of the application and dur-
ing the time of application update also (see Section 9.3.8).

• Service integration of the SaaS application allows any SaaS application 
to integrate with other services through an API (see Section 9.3.9).

• Vendor lock-in does not allow migration of application to other ser-
vice providers, which is the problem with most of the public cloud 
providers (see Section 9.3.10).

• PaaS changes the way software is developed by providing develop-
ment PaaS (see Section 9.4).

• Cloud-aware software development requires multitenant, highly scal-
able architecture (see Section 9.4).

Review Questions

 1. What is Software as a Service (SaaS)? How is it different from tradi-
tional software?

 2. Briefly explain the benefits of the SaaS application.
 3. Is it wise to choose the SaaS delivery model for all kinds of applica-

tions? Justify your answer.
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 4. Explain the different SaaS development and deployment models 
with neat diagrams.

 5. List out the pros and cons of different SaaS development and deploy-
ment models.

 6. List the challenges that make SaaS development a difficult task. Also, 
explain any five challenges in detail.

 7. Write short notes on the benefits provided by PaaS technology for 
developing SaaS applications.

 8. Explain in detail how PaaS technology changes software development.
 9. Briefly explain the requirements analysis for SaaS application.
 10. Explain different multitenancy levels with neat diagrams.
 11. Illustrate and explain the typical architecture of the SaaS applica-

tion, which is to ensure better scalability and high availability.
 12. How is database-level multitenancy achieved? Explain the different 

database-level multitenancies with neat diagrams.
 13. List out important features that SaaS developers should incorporate 

while developing SaaS applications.
 14. Write short notes on monitoring and SLA maintenance of SaaS 

applications.
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10
Networking for Cloud Computing

Learning Objectives

After studying this chapter, you should be able to

• Understand the general classification of data centers
• Present an overview of the data center environment
• Understand the basic networking issues in data centers
• Explain the performance challenges faced by TCP/IP in data center 

networks
• Describe the newly designed TCPs for data center networks and 

their novelty

Preamble

This chapter provides an introduction to networking in Cloud Enabled Data 
Centers (CEDCs) and the issues thereof. A general classification of data centers 
and a brief overview of the data center environment are provided to familiarize 
the reader with the CEDCs. Major issues related to networking in a cloud envi-
ronment are presented with an emphasis on TCP/IP-related performance issues. 
Newly designed protocols tailored specifically for data center networks are 
explained in detail, while mentioning advantages and disadvantages of each.

10.1 Introduction

The Internet over the past few years has transformed from an experimental 
system into a gigantic and decentralized source of information. Data cen-
ters form the backbone of the Internet and host diverse applications ranging 
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from social networking to web search and web hosting to advertisements. 
Data centers are mainly classified into two types [1]: the ones that aim to pro-
vide online services to users, for example, Google, Facebook, and Yahoo, and 
others that aim to provide resources to users, for example, Amazon Elastic 
Compute Cloud (EC2) and Microsoft Azure.

Data centers in the recent past have transformed computing, with large-
scale consolidation of enterprise IT into data center hubs and with the emer-
gence of several cloud computing service providers. With the widespread 
acceptance of cloud computing, data centers have become a necessity. Since 
cloud computing is becoming an important part of the foreseeable future, 
studying and optimizing the performance of data centers have become 
extremely important.

Building an efficient data center is necessary in order to strengthen the 
data processing and to centrally manage the IT infrastructure. However, 
ever since the inception of data centers, their operation and maintenance 
have always been a complex task. It is only after 1994 that the usage of data 
centers increased extensively. Based on the fault-tolerance capacity and ser-
vice uptime, today’s data centers are classified into four tiers as shown in 
Table 10.1.

Tier I–IV is a standard methodology used to define the uptime of a data 
center. This is useful for measuring data center performance, investment, 
and return on investment (ROI). Tier IV data center is considered to be 
most robust and less prone to failures. It is designed to host mission criti-
cal  servers and computer systems with fully redundant subsystems (cooling, 
power, network links, storage, etc.) and compartmentalized security zones 
controlled by biometric access control methods. The simplest is Tier I data 
center, which is usually used by small shops.

As maintaining data centers involves a lot of complexity and cost, small- 
and medium-range companies cannot build their own data centers. Thus, 
companies like Google, Amazon, Microsoft, Facebook, and Yahoo trans-
formed into cloud computing service providers and started building Internet 
data centers (IDCs) to meet the scaling demands of the cloud users.

Today, the data centers of the aforementioned companies host diverse 
applications such as web search, web hosting, social networking, storage, 
e-commerce, and large-scale computations. As the variety, complexity, and 

TABLE 10.1

Classification of Data Centers

Tiers Features Uptime (%)

I Nonredundant capacity components (single uplinks and servers) 99.671
II Tier I + redundant capacity components 99.741
III Tier I + Tier II + dual-powered equipments and multiple links 99.982
IV Tier I + Tier II + Tier III + all components are fault tolerant including 

uplinks, storage, HVAC systems, servers + everything is dual powered
99.995
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penetration of such services grow, data centers continue to expand and pro-
liferate. Majority of the data centers, however, face the daunting challenges 
of reducing the server cost, infrastructure cost, and excessive power con-
sumption and optimizing the network performance. Table 10.2 [2] shows 
where the costs go in today’s cloud service data centers.

This chapter highlights the challenges faced toward designing fast and 
efficient networks for communication within cloud-enabled data centers 
(CEDCs). The major emphasis, however, is toward understanding the trans-
port layer issues in data center networks (DCNs).

10.2 Overview of Data Center Environment

Initially, the organizations used to maintain server rooms. Generally, server 
rooms used to house servers and the necessary network electronics for 
establishing a LAN. Some organizations used to provision one main and 
one standby server room. The standby server room was equipped to main-
tain the necessary functions in the event of the main room being put out of 
action. For better fault tolerance, a few organizations opted to locate these 
rooms in different buildings.

The advent of client–server computing and the Internet led to the concept 
of data centers. Large data center companies thrived in the dot-com era when 
Internet companies faced rapid growth. The data centers were focused on 
providing reliability. Since then, data center paradigm has served as the 
foundation for information technology that either runs business or is the 
business. That paradigm has been evolutional throughout the last several 
decades and transformational in the past 5–10 years.

The description of a data center has almost always been preceded with 
mission critical, because that is the service it provides—the mission critical 
hardware and software where maximum uptime is required. The data center 
is a fortress, dedicated to achieving maximum reliability at any cost. While 
reliability is still the key factor, the data center has evolved and advance-
ments in the past 5 years have accelerated the pace of innovation.

TABLE 10.2

Guide to Where Costs Go in a Data Center 

Amortized (%) Cost Component Subcomponents

45 Servers CPU, memory, storage systems
25 Infrastructure Power distribution and cooling
15 Power draw Electricity utility costs
15 Network Links, transit, equipment

Source: Greenberg, A. et al., SIGCOMM Comput. Commun. Rev., 39(1), 68, December 2008.
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10.2.1 Architecture of Classical Data Centers

The data center is home to the computational power, storage, and applica-
tions necessary to support an enterprise business. The data center infra-
structure is central to the IT architecture, from which all content is sourced 
or passes through. Proper planning of the data center infrastructure design 
is critical, and performance, resiliency, and scalability need to be carefully 
considered.

The multitier model is the most common design in the enterprise. It is based 
on the web, application, and database layered design supporting commerce 
and enterprise business ERP and CRM solutions. This type of design sup-
ports many web service architectures, such as those based on Microsoft. NET 
or Java 2 Enterprise Edition. These web service application environments are 
used by ERP and CRM solutions from Siebel and Oracle, to name a few. The 
multitier model relies on security and application optimization services to be 
provided in the network.

The server cluster model has grown out of the university and scientific com-
munity to emerge across enterprise business verticals including financial, 
manufacturing, and entertainment. The server cluster model is most com-
monly associated with high-performance computing (HPC), parallel com-
puting, and high-throughput computing (HTC) environments but can also 
be associated with grid/utility computing. These designs are typically based 
on customized, and sometimes proprietary, application architectures that 
are built to serve particular business objectives.

Multitier model: The multitier data center model is dominated by HTTP-based 
applications in a multitier approach. The multitier approach includes web, 
application, and database tiers of servers. Today, most web-based applica-
tions are built as multitier applications. The multitier model uses software 
that runs as separate processes on the same machine using interprocess 
communication (IPC), or on different machines with communications over 
the network. Typically, the following three tiers are used:

 1.  Web server
 2.  Application
 3.  Database

Multitier server farms built with processes running on separate machines 
can provide improved resiliency and security. Resiliency is improved 
because a server can be taken out of service while the same function is still 
provided by another server belonging to the same application tier. Security 
is improved because an attacker can compromise a web server without 
gaining access to the application or database servers. Web and application 
servers can coexist on a common physical server; the database typically 
remains separate.
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10.2.2 CEDCs

New technological and economic pressures have forced organizations to 
look at ways to get more out of their IT infrastructure. The current state of IT 
infrastructure is strained, and the new demands make it all the more difficult 
for businesses to maintain efficiency and effectiveness. This has a bearing on 
the quality of services irrespective of the number of users and applications. 
The solution lies in cloud computing. The cloud has the capability to reduce 
costs and increase the flexibility of applications and services including IT 
infrastructure. The CEDC takes a virtualized data center (and business) 
into one that is more agile because it takes virtualization to the next level. 
The virtualized environment is transformed into one that is optimized with 
intelligent, integrated IaaS, and PaaS that manages dynamic workloads—
giving the workloads the resources that it needs based on business policies. 
It also provides automation and orchestration of resources across heteroge-
neous data centers. This progression from a virtualization management to a 
CEDC is important as it addresses common business goals we hear over and 
over again.

10.2.3 Physical Organization

Data centers generally span across the entire building, a few floors of a build-
ing or even a single room in the building. Figure 10.1, collected from Google 
images, shows one of the several possible ways of arranging the server racks 
in a data center. Data centers usually comprise of a large number of servers 
that are mounted in rack cabinets and are placed in single rows forming cor-
ridors (so-called aisles) between them, so as to allow access to the front and 
rear of each cabinet.

FIGURE 10.1
Physical organization of a data center.
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Moreover, a few equipments such as storage devices are often as large as 
the racks. Such equipments are generally placed alongside the racks. Large 
data centers house several thousand servers wherein sometimes shipping 
containers packed with 1000 or more servers each are used. In the event of 
a failure or when upgrades are required, the entire containers are replaced 
rather than replacing an individual server.

10.2.4 Storage and Networking Infrastructure

Typically, data centers require four different types of network accesses and, 
hence, could use four different types of physical networks as shown below:

 1. Client–server network: To provide external connectivity to the data 
center. Traditional wired Ethernet or Wireless LAN technologies can 
be used.

 2. Server–server network: To provide high-speed communication among 
the servers of the data center. Ethernet, InfiniBand (IBA), or other 
technologies can be used. Figure 10.2 shows an example of server–
server network.

 3. Server–storage network: To provide high-speed connectivity between 
the servers and storage devices. Usually Fiber Channel is used, but 
technologies like Ethernet or InfiniBand can also be used.

 4. Other networks such as a network required to manage the data center. 
Generally, Ethernet is used but the cabling may be different from the 
mainstream networks.

Multiple applications run inside a single data center, typically with each 
application hosted on its own set of (potentially virtual) server machines. 

FIGURE 10.2
Networking infrastructure in data centers.
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Each application is associated with one or more publicly visible and routable 
IP addresses to which clients in the Internet send their requests and from 
which they receive replies. Inside the data center, requests are spread among 
a pool of frontend servers that process the requests. This spreading is typi-
cally performed by a specialized load balancer.

A two-tier network topology is very popular in DCNs today. Access 
switches for server connectivity are collapsed in high-density aggrega-
tion switches that provide the switching and routing functionalities for 
access switching interconnections and various LAN servers. It has several 
benefits:

• Design simplicity (fewer switches and so fewer managed nodes)
• Reduced network latency (by reducing the number of switch hops)
• Typically a reduced network design oversubscription ratio
• Lower aggregate power consumption

However, a disadvantage of a two-tier design includes limited scalability: 
when the ports on an aggregation switch pair are fully utilized, then the 
addition of another aggregation switch/router pair adds a high degree of 
complexity. The connection between aggregation switch pairs must be fully 
meshed with high bandwidth, so no bottlenecks are introduced into the net-
work design. Since an aggregation switch pair is also running routing pro-
tocols, more switch pairs means more routing protocol peering and more 
routing interfaces and complexity introduced by a full mesh design.

10.2.5 Cooling Infrastructure

Since the data centers usually span across the entire building and house 
several thousand servers, a sophisticated cooling infrastructure is deployed, 
which may involve building level air-conditioning units, fans, and air recir-
culation systems. Figure 10.3 shows one of the possible arrangements of 
aisles by which the cooling infrastructure is simplified.

The server racks are placed on a raised plenum and arranged in alternately 
back-facing and front-facing aisles. Cold air is forced up in the front-facing 
aisles, and the server or chassis fans draw the cold air through the server 
to the back. The hot air on the back then rises and is directed ( sometimes 
by using some deflectors) toward the chiller plant for cooling and recircula-
tion. The author in [3] mentions that although such a setup is not expensive, 
it can create hot spots either due to uneven cooling or the mixing of hot and 
cold air.

In recent years, there have been many innovations in power and cooling 
technologies and management of facilities. Efficiencies have been integrated 
into every aspect of the data center and building design, covering everything 
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from bunkers to chicken coop design and mobile data centers to using the 
building as an air handler. Green technologies and environmental aware-
ness have also been a large part of the industry in the past 3 years. No longer 
just a choice between build and lease, the data center can be owned, placed 
in colocation, wholesale, put in a public or private cloud, or a hybrid strategy 
of options.

The changes that have come about have even altered the meaning of what 
constitutes a data center. To Google, Microsoft, or Yahoo, it is a hyperscale 
facility with tremendous innovation engineered into it. For the consolidation 
projects, it means taking what they once considered to be data centers and 
bringing them into a small number of new, large-scale facilities. To others, 
their definition of a data center was transformed by the advances in IT equip-
ment that required more power, more cooling, and a more advanced facility 
to support it.

Many facets of site selection for data centers were shaped by the pro-
liferation of fiber networks and the need to both avoid natural disasters 
and achieve extreme power and cooling efficiencies. In the United States, 
several regions became data center hubs, where Internet companies and 
enterprises are selected to build new data centers. Silicon Valley continued 
to prosper and grow, and regional hubs developed in Quincy, Washington, 
Chicago, Dallas/Fort Worth, North Carolina, and the New York/New Jersey 
region.

10.2.6 Nature of Traffic in Data Centers

Data center environment is largely different from that of the Internet, for 
example, the round-trip time (RTT) in DCNs can be as less as 250 μs in 
the absence of queuing [4]. The reason is that DCNs are privately owned 
networks tailored to achieve high bandwidth and low latency. Moreover, 
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FIGURE 10.3
Cooling in a data center. (From Kant, K., Comput. Netw., 53(17), 2939, 2009.)
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the nature of traffic in DCNs largely varies from that of the Internet traffic. 
Traffic in DCNs is classified mainly into three types [5]:

 1. Mice traffic: The queries form the mice traffic (e.g., Google search and 
Facebook updates). Majority of the traffic in a DCN is query traffic, 
and its data transmission volume is usually less.

 2. Cat traffic: The control state and coordination messages form the cat 
traffic (e.g., small- and medium-sized file downloads)

 3. Elephant traffic: The large updates form the elephant traffic (e.g., anti-
virus updates and movie downloads).

The different traffic types in DCNs, their applications, and performance 
requirements are summarized in Table 10.3. Thus, bursty query traffic, 
delay-sensitive cat traffic, and throughput-sensitive elephant traffic coexist 
in DCNs.

10.3 Networking Issues in Data Centers

Cloud networking is the fundamental backbone to provide cloud services 
and the reason behind the shift in how IT services are provided to users. 
This section focuses on several issues that are faced in cloud networking.

10.3.1 Availability

One of the daunting challenges that a cloud provider organization faces is to 
provide maximum uptime for the services that are offered to the users. Even 
a few seconds of downtime may lead to loss of reputation for the organiza-
tion and affect the overall business. Moreover, downtime may lead to viola-
tion of service-level agreements (SLAs) between the cloud user and the cloud 
provider, thus largely affecting the cloud provider’s revenues. The most 
widely adopted approach to achieve high availability is to replicate the data 
and take regular backups.

TABLE 10.3

Data Center Traffic: Applications and Performance Requirements

Traffic Type Examples Requirements 

Mice traffic (<100 kB) Google search, Facebook Short response times
Cat traffic (100 kB to 5 MB) Picasa, YouTube, Facebook photos Low latency
Elephant traffic (>5 MB) Software updates, video on demand High throughput

Source: Reproduced from Kant, K., Comput. Netw., 53(17), 2939, December 2009.
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10.3.2 Poor Network Performance

The three basic performance requirements of a DCN are high burst tolerance, 
low latency, and high throughput [5]. This is because traffic in a data center 
comprises a mix of all the three kinds of traffic: mice traffic, cat traffic, and ele-
phant traffic, each having a different performance requirement than the other.

The major challenge is that traditional Transmission Control Protocol/
Internet Protocol (TCP/IP) stack, which is mainly designed for Internet-like 
scenarios, fails to provide optimal performance in DCNs. The next section 
provides a more detailed description about several TCP/IP issues in DCNs.

10.3.3 Security

Keeping a cloud user’s data secure during transit, or while it is at rest, is 
yet a concern for the cloud service providers. Accidental deletion of data 
because of a power outage or malfunctioning of a regular backup program 
may lead to loss of customer’s data and incur huge damage for the hosting 
organization.

Apart from the aforementioned concerns, cloud providers also need to 
ensure physical security of a data center building and its networking infra-
structure to prevent any attacks from malicious insiders.

10.4 Transport Layer Issues in DCNs

TCP is one of the most dominant transport protocols, widely used by a large 
variety of Internet applications, and also constitutes majority of the traffic in 
both types of DCNs [5]. It has been the workhorse of the Internet ever since 
its inception. The success of the Internet, in fact, can be partly attributed to 
the congestion control mechanisms implemented in TCP. Though the scale of 
the Internet and its usage increased exponentially in the recent past, TCP has 
evolved to keep up with the changing network conditions and has proven to 
be scalable and robust.

However, it has been observed that the state-of-the-art TCP fails to satisfy 
the three basic requirements (mentioned in the previous subsection) together 
within the time boundaries because of impairments such as TCP incast [4], 
TCP outcast [6], queue buildup [5], buffer pressure [5], and pseudocongestion 
effect [7], which are discussed further in the following sections.

10.4.1 TCP Impairments in DCNs

Although TCP constantly evolved over a period of three decades, the diver-
sity in the characteristics of present and next-generation networks and a 
variety of application requirements have posed several challenges to TCP 
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congestion control mechanisms. As a result, the shortcomings in the funda-
mental design of TCP have become increasingly apparent. In this section, we 
mainly focus on the challenges faced by the state-of-the-art TCP in DCNs.

10.4.1.1 TCP Incast

TCP incast has been defined as the pathological behavior of TCP that results 
in gross underutilization of the link capacity in various many-to-one com-
munication patterns [8], for example, partition/aggregate application pattern 
as shown in Figure 10.4. Such patterns are the foundation of numerous large-
scale applications like web search, MapReduce, social network content com-
position, and advertisement selection [5,9]. As a result, TCP incast problem 
widely exists in today’s data center scenarios such as distributed storage sys-
tems, data-intensive scalable computing systems, and partition/aggregate 
workflows [1].

In many-to-one communication patterns, an aggregator issues data requests 
to multiple worker nodes. The worker nodes, upon receiving the request, con-
currently transmit a large amount of data to the aggregator (see Figure 10.5). 
The data from all the worker nodes traverse a bottleneck link in many-to-one 
fashion. The probability that all the worker nodes send the reply at the same 
time is high because of the tight time bounds. Therefore, the packets from 
these nodes happen to overflow the buffers of top-of-the-rack (ToR) switches 
and, thus, lead to packet losses. This phenomenon is known as synchronized 
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FIGURE 10.4
Partition/aggregate application structure. (From Kurose, J.F. and Ross, K.W., Computer 
Networking: A Top Down Approach, 6th edn., Addison-Wesley, 2012.)
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mice collide [5]. Moreover, no worker node can transmit the next data block 
until all the worker nodes finish transmitting the current data block. Such a 
transmission is termed as barrier synchronized transmission [9].

Under such constraints, as the number of concurrent worker nodes 
increases, the perceived application level throughput at the aggrega-
tor decreases due to a large number of packet losses. The lost packets are 
retransmitted only after the retransmit timeout (RTO), which is generally 
in the order of a few milliseconds. As mentioned earlier, mice traffic requires 
short response time and is highly delay sensitive. Frequent timeouts result-
ing from incast significantly degrade the performance of mice traffic as the 
lost packets are retransmitted after a few milliseconds.

It must be noted that a fast retransmit mechanism may not be applicable to 
mice traffic applications since the data transmission volume of such traffic 
is quite less, and hence, there are very few packets in the entire flow. As a 
result, the sender (or worker node) may not get sufficient duplicate acknowl-
edgements (dupacks) to trigger a fast retransmit.

Mitigating TCP incast: A lot of solutions, ranging from application layer solu-
tions to transport layer solutions and link layer solutions, have been pro-
posed recently to overcome the TCP incast problem. A few solutions suggest 
revision of TCP, others recommend to replace TCP, while some seek solutions 
from layers other than the transport layer to solve this problem [1]. Ren et al. 
[11] provides a detailed analysis and summary of all such solutions.

10.4.1.2 TCP Outcast

When a large set of flows and a small set of flows arrive at two different input 
ports of a switch and compete for the same bottleneck output port, the small 
set of flows lose out on their throughput share significantly. This phenomenon 
has been termed as TCP outcast [6] and mainly occurs in data center switches 
that employ drop-tail queues. Drop-tail queues lead to consecutive packet 
drops from one port and, hence, cause frequent TCP timeouts. This property 
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of drop-tail queues is termed as port blackout [6], and it significantly affects the 
performance of small flows because frequent timeouts lead to high latencies 
and, thus, poor-quality response times. Figure 10.6 shows an example sce-
nario of a port blackout, where A and B are input ports and C is the common 
output port. The figure shows that packets arriving at port B are successfully 
queued whereas those arriving at port A are dropped consecutively.

It is well known that the throughput of a TCP flow is inversely propor-
tional to the RTT of that flow. This behavior of TCP leads to RTT bias, that is, 
flows with low RTT achieve larger share of bandwidth than the flows with 
high RTT. However, it has been observed that due to TCP outcast problem 
in DCNs, TCP exhibits inverse RTT bias [6], that is, flows with low RTT are 
outcasted by flows with high RTT.

The two main factors that cause TCP outcast are (1) the usage of drop-tail 
queues in switches and (2) many-to-one communication pattern, which leads 
to a large set of flows and a small set of flows arriving at two different input 
ports and competing for the same bottleneck output port. Both these factors 
are quite common in DCNs since majority of the switches employ drop-tail 
queues and many-to-one communication pattern is the foundation of many 
cloud applications.

Mitigating TCP outcast: A straightforward approach to mitigate TCP outcast is 
to use queuing mechanisms other than drop tail, for example, random early 
detection (RED) [12] and stochastic fair queue (SFQ) [6]. Another possible 
approach is to minimize the buffer occupancy at the switches by designing 
efficient TCP congestion control laws at the end hosts.
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FIGURE 10.6
Example scenario of port blackout. (From Prakash, P. et al., The TCP outcast problem: Exposing 
unfairness in data center networks, in Proceedings of the Ninth USENIX Conference on Networked 
Systems Design and Implementation, ser. NSDI’12, USENIX Association, Berkeley, CA, 2012, 
pp. 30–30, available [Online]: http://dl.acm.org/citation.cfm?id=2228298.2228339.)
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10.4.1.3 Queue Buildup

Due to the diverse nature of cloud applications, mice traffic, cat traffic, 
and elephant traffic coexist in a DCN. The long-lasting and greedy nature 
of elephant traffic drives the network to the point of extreme congestion and 
overflows the bottleneck buffers. Thus, when both mice traffic and elephant 
traffic traverse through the same route, the performance of mice traffic is 
significantly affected due to the presence of the elephant traffic [5].

Following are two ways in which the performance of mice traffic is degraded 
due to the presence of elephant traffic [5]: (1) Since most of the buffer is occu-
pied by elephant traffic, there is a high probability that the packets of mice 
traffic get dropped. The impact of this situation is similar to that of TCP incast 
because the performance of mice traffic is largely affected by frequent packet 
losses and, hence, the timeouts. (2) The packets of mice traffic, even when none 
are lost, suffer from increased queuing delay as they are in queue behind the 
packets of elephant traffic. This problem is termed as queue buildup.

Mitigating queue buildup: Queue buildup problem can be solved only by mini-
mizing the queue occupancy in the DCN switches. Most of the existing TCP 
variants employ reactive approach toward congestion control, that is, they do 
not reduce the sending rate unless a packet loss is encountered and, hence, fail 
to minimize the queue occupancy. A proactive approach instead is desired to 
minimize the queue occupancy and overcome the problem of queue buildup.

10.4.1.4 Buffer Pressure

Buffer pressure is yet another impairment caused by the long-lasting and 
greedy nature of elephant traffic. When both mice traffic and elephant traffic 
coexist on the same route, most of the buffer space is occupied by packets from 
the elephant traffic. This leaves a very little room to accommodate the burst of 
mice traffic packets arising out of many-to-one communication pattern. The 
result is that a large number of packets from mice traffic are lost, leading to 
poor performance. Moreover, majority of the traffic in DCNs is bursty [5], and 
hence, packets of mice traffic get dropped frequently because the elephant 
traffic lasts for a longer time and keeps most of the buffer space occupied.

Mitigating buffer pressure: Like queue buildup, buffer pressure problem too 
can be solved by minimizing the buffer occupancy in the switches.

10.4.1.5 Pseudocongestion Effect

Virtualization is one of the key technologies driving the success of cloud 
computing applications. Modern data centers adopt virtual machines (VMs) 
to offer on-demand cloud services and remote access. These data centers are 
known as virtualized data centers [1,7]. Though there are several advantages 
of virtualization like efficient server utilization, service isolation, and low 
system maintenance cost [1], it significantly affects the environment where 
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our traditional protocols (e.g., TCP and UDP [user datagram protocol]) work. 
The recent study of Amazon EC2 data center reveals that virtualization dra-
matically deteriorates the performance of TCP and UDP in terms of both 
throughput and end-to-end delay [1]. Throughput becomes unstable, and the 
end-to-end delay becomes quite large even if the network load is less [1].

When more number of VMs are running on the same physical machine, the 
hypervisor scheduling latency increases the waiting time for each VM to obtain 
an access to the processor. Hypervisor scheduling latency varies from micro-
seconds to several hundred milliseconds [7], leading to unpredictable net-
work delays (i.e., RTT) and, thus, affecting the throughput stability and largely 
increasing the end-to-end delay. Moreover, hypervisor scheduling latency can 
be so high that it may lead to RTO at the VM sender. Once RTO occurs, VM 
sender assumes that the network is heavily congested and significantly brings 
down the sending rate. We term this effect as pseudocongestion effect because the 
congestion sensed by the VM sender is actually pseudocongestion [7].

Mitigating pseudocongestion effect: There are generally two possible approaches to 
address the aforementioned problem. One is to design efficient schedulers 
for hypervisor so that the scheduling latency can be minimized. Another 
approach is to modify TCP such that it can intelligently detect the pseudocon-
gestion and react accordingly.

10.4.2 Summary: TCP Impairments and Causes

We briefly summarize the TCP impairments discussed in the previous sub-
sections and mention the causes for the same in Table 10.4.

10.5 TCP Enhancements for DCNs

Recently, a few TCP variants, specifically data transport, have been pro-
posed in DCNs. The major goal of these TCP variants is to overcome the afore-
mentioned impairments and improve the performance of TCP in DCNs. 

TABLE 10.4

TCP Impairments in DCNs and Their Causes

TCP Impairment Causes 

TCP incast Shallow buffers in switches and bursts of mice traffic resulting from 
many-to-one communication pattern

TCP outcast Usage of tail-drop mechanism in switches
Queue buildup Persistently full queues in switches due to elephant traffic
Buffer pressure Persistently full queues in switches due to elephant traffic and 

bursty nature of mice traffic
Pseudocongestion effect Hypervisor scheduling latency
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This chapter presents the background and the causes of each of the afore-
mentioned impairments, followed by a comparative study of TCP variants 
that aim to overcome these impairments. Although a few other transport 
protocols have also been proposed for DCNs, we restrict the scope of this 
chapter to TCP variants because TCP is the most widely deployed transport 
protocol in modern operating systems.

10.5.1 TCP with Fine-Grained RTO (FG-RTO) [4]

The default value of minimum RTO in TCP is generally in the order of mil-
liseconds (around 200 ms). This value of RTO is suitable for Internet-like sce-
narios where the average RTT is in the order of hundreds of  milliseconds. 
However, it is significantly larger than the average RTT in data centers, which 
is in the order of a few microseconds. A large number of packet losses due to 
TCP incast, TCP outcast, queue buildup, buffer pressure, and pseudoconges-
tion effect result in frequent timeouts and, in turn, lead to missed deadlines 
and significant degradation in the performance of TCP. Vasudevan et al. [4] 
show that reducing the minimum RTO from 200 ms to 200 μs significantly 
alleviates the problems of TCP in DCNs and improves the overall through-
put by several orders of magnitude.

Advantages: The major advantage of this approach is that it requires minimum 
modification to the traditional working of TCP and thus can be easily deployed.

Shortcomings: The real-time deployment of fine-grained timers is a challeng-
ing issue because the present operating systems lack the high-resolution 
timers required for such low RTO values. Moreover, FG-RTOs may not be 
suitable for servers that communicate to clients through the Internet. Apart 
from the implementation issues of fine-grained timers, it must be noted 
that this approach of eliminating drawbacks of TCP in DCNs is a reactive 
approach. It tries to reduce the impact of a packet loss rather than avoiding 
the packet loss in the first place. Thus, although this approach significantly 
improves the network performance by reducing post–packet loss delay, it 
does not alleviate the TCP incast problem for loss-sensitive applications.

10.5.2 TCP with FG-RTO + Delayed ACKs Disabled [4]

Delayed ACKs are mainly used for reducing the overhead of ACKs on the 
reverse path. When delayed ACKs are enabled, the receiver sends only one 
ACK for every two data packets received. If only one packet is received, 
the receiver waits for delayed ACK timeout period before sending an ACK. 
This timeout period is usually 40 ms. This scenario may lead to spurious 
retransmissions if FG-RTO timers (as explained in the previous section) are 
deployed. The reason is that receiver waits for 40 ms before sending an ACK 
for the received packet and by that time, FG-RTO, which is in the order of 
a few microseconds, expires and forces the sender to retransmit the packet. 
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Thus, the delayed ACK timeout period either must be reduced to a few 
microseconds or must be completely disabled while using FG-RTOs to avoid 
such spurious retransmissions. This approach further enhances the TCP 
throughput in DCNs.

Advantages: It has been shown in [4] that reducing the delayed ACK timeout 
period to 200 μs while using FG-RTO achieves far better throughput than the 
throughput obtained when delayed ACKs are enabled. Moreover, completely 
disabling the delayed ACKs while using FG-RTO further improves the over-
all TCP throughput.

Shortcomings: The shortcomings of this approach are exactly similar to that 
of TCP with FG-RTO because this approach is an undesired side effect of the 
previous approach.

10.5.3 DCTCP [5]

Additive increase/multiplicative decrease (AIMD) is the cornerstone of TCP 
congestion control algorithms. When an acknowledgement (ACK) is received in 
AIMD phase, the congestion window (cwnd) is increased as shown in the follow-
ing equation. This is known as additive increase phase of the AIMD algorithm:

 
cwnd cwnd

cwnd
= +� 1

 (10.1)

When congestion is detected either through dupacks or selective acknowl-
edgement (SACK), cwnd is updated as shown in the following equation. This 
is known as multiplicative decrease phase of the AIMD algorithm:

 
cwnd cwnd

=
2

 (10.2)

Data center TCP (DCTCP) employs an efficient multiplicative decrease mech-
anism that reduces the cwnd based on the amount of congestion in the network 
rather than reducing it by half. DCTCP leverages explicit congestion notifi-
cation (ECN) mechanism [13] to extract multibit feedback on the amount of 
congestion in the network from the single-bit stream of ECN marks. The next 
subsection describes the working of ECN in brief:

10.5.3.1 ECN

ECN [13] is one of the most popular congestion signaling mechanisms in 
communication networks. It is widely deployed in a large variety of operat-
ing systems at end hosts, modern Internet routers, and used by a variety of 
transport protocols. Moreover, it has been noticed that the use of ECN in the 
Internet has increased by threefolds in the last few years.
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As shown in Figures 10.7 and 10.8, ECN uses two bits in the IP header, 
namely ECN-capable transport (ECT) and congestion experienced (CE), 
and two bits in the TCP header, namely congestion window reduced (CWR) 
and ECN echo (ECE), for signaling congestion to the end hosts. ECN is an 
industry standard, and its detailed mechanism is described in RFC 3168. 
Tables 10.5 and 10.6 show the ECN codepoints in the TCP header and the IP 
header, respectively, and Figure 10.9 shows in brief the steps involved in the 
working of ECN mechanism.

As described in RFC 3168, the sender and the receiver must negotiate the 
use of ECN during the three-way handshake (see Figure 10.10). If both are 
ECN capable, the sender marks every outgoing data packet with either ECT(1) 
codepoint or ECT(0) codepoint. This serves as an indication to the router that 
both sender and receiver are ECN capable. Whenever congestion builds up, 
the router marks the data packet by replacing ECT(1) or ECT(0) codepoint 

TABLE 10.5

ECN Codepoints in the TCP Header

Codepoint CWR Bit Value ECE Bit Value

Non–ECN setup 0 0
ECN echo 0 1
CWR 1 0
ECN setup 1 1

16-bit source port address 16-bit destination port address
32-bit sequence number

32-bit acknowledgment number
4-bit 
header 
length

Reserved C
W
R

E
C
E

U
R
G

A
C
K

P
S
H

P
S
T

S
Y
N

F
I
N

16-bit advertized window size

16-bit TCP checksum 16-bit urgent pointer

FIGURE 10.8
ECN bits in TCP header.

8-bit type of service field
4-bit version 4-bit header length DSCP E

C
T

C
E

16-bit total length (in bytes)

16-bit identification 3-bit flags 13-bit fragment offset
8-bit time to live (TTL) 8-bit protocol 16-bit header checksum

32-bit source IP address
32-bit destination IP address

FIGURE 10.7
ECN bits in IP header.
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TABLE 10.6

ECN Codepoints in the IP Header

Codepoint ECT Bit Value CE Bit Value

Non-ECT 0 0
ECT(1) 0 1
ECT(0) 1 0
CE 1 1

Data packets

ECT = 1, 80 mark;
update CE = 1

4

1
2

Congestion

ACKs

3

5

Set ECE = 1 in
subsequent ACKs

even if CE = 0
Only set ECE = 1

in ACKs again
when CE = 1

Reduce cwnd,
set CWR = 1

Send packet with
ECT = 1, CE = 0

FIGURE 10.9
ECN.

Sender

CWR = 0

CWR = 1

ECE = 1

ECE = 1

SYN = 1

SYN = 1

Receiver

ECN-setup SYN

ECN-setup SYN-ACK

ACK = 1

ACK = 1

ACK

FIGURE 10.10
ECN negotiation.
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by the CE codepoint. When the receiver receives a marked packet with CE 
codepoint, it infers congestion and hence marks a series of outgoing acknowl-
edgments (ACKs) with ECE codepoint until the sender acknowledges with 
CWR codepoint (see Figure 10.9).

The major observation here is that, even if the router marks just one data 
packet, the receiver continues to mark ACKs with ECE until it receives con-
firmation from the sender (see Step 3 of Figure 10.9). This is to ensure the 
reliability of congestion notification, because even if the first marked ACK 
is lost, other marked ACKs would notify the sender about congestion. Note 
that this basic working of ECN aims to only notify the sender about con-
gestion. It is not designed to provide the additional information about the 
amount of congestion to the sender.

At the receiver, counting the number of packets marked by the router pro-
vides fairly accurate information about the amount of congestion in the net-
work. However, conveying this information to the sender by using ECN is a 
complex task. One of the possible ways is to enable the sender to count the 
number of marked ACKs it receives from the receiver. The limitation, how-
ever, is that even if router marks just one data packet, the receiver sends a 
series of marked ACKs. Hence, the number of marked ACKs counted by the 
sender would be much higher than the number of packets actually marked 
by the router. This would lead to incorrect estimation of the amount of conges-
tion in the network.

To overcome this limitation, DCTCP modifies the basic mechanism of 
ECN. Unlike TCP receiver, which sends a series of marked ACKs, DCTCP 
receiver sends a marked ACK only when it receives a marked packet from the 
router, that is, it sets ECE codepoint in the outgoing ACK only when it receives 
a packet with CE codepoint. Thus, the DCTCP sender obtains an accurate 
number of packets marked by the router by simply counting the number of 
marked ACKs it receives. Note that this modification to the original ECN 
mechanism reduces the reliability because if a marked ACK is lost, sender 
remains unaware of the congestion and does not reduce the sending rate. 
However, since DCNs are privately controlled networks, the possibility that 
an ACK gets lost is negligible.

On receiving the congestion notification via ECN, the cwnd in DCTCP is 
reduced as shown in the following:

 
cwnd = × −⎛

⎝
⎜
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where α(0≤ α ≤1) is an estimate of the fraction of packets that are marked and 
is calculated as shown in (10.4). F in (10.4) is the fraction of packets that are 
marked in the previous cwnd and g (0 < g < 1) is the exponential weighted 
moving average constant. Thus, when congestion is low (α is near 0), cwnd is 
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reduced slightly and when congestion is high (α is near 1), cwnd is reduced by 
half, just like the traditional TCP:

 α α� � � � � �= −( )× + ×1 g g F  (10.4)

The major goal of DCTCP algorithm is to achieve low latency (desirable for 
mice traffic), high throughput (desirable for elephant traffic), and high burst 
tolerance (to avoid packet losses due to incast). DCTCP achieves these goals 
by reacting to the amount of congestion rather than halving the cwnd. DCTCP 
uses a marking scheme at switches that sets the CE codepoint [13] of packets 
as soon as the buffer occupancy exceeds a fixed predetermined threshold, K 
(17% as mentioned in [14]). The DCTCP source reacts by reducing the win-
dow by a factor that depends on the fraction of marked packets: the larger 
the fraction, the bigger the decrease factor.

Advantages: DCTCP is a novel TCP variant that alleviates TCP incast, queue 
buildup, and buffer pressure problems in DCNs. It requires minor modifica-
tions to the original design of TCP and ECN to achieve these performance ben-
efits. DCTCP employs a proactive behavior, that is, it tries to avoid packet loss. It 
has been shown in [5] that when DCTCP uses FG-RTO, it further reduces the 
impact of TCP incast and also improves the scalability of DCTCP. The stability, 
convergence, and fairness properties of DCTCP [14] make it a suitable solution 
for implementation in DCNs. Moreover, DCTCP is already implemented in 
the latest versions of Microsoft Windows server operating system.

Shortcomings: The performance of DCTCP falls back to that of TCP when the 
degree of incast increases beyond 35, that is, if there are more than 35 worker 
nodes sending data to the same aggregator, DCTCP fails to avoid incast and 
its performance falls back to that of the traditional TCP. However, authors 
show that dynamic buffer allocation at the switch and usage of FG-RTO can 
scale DCTCP’s performance to handle up to 40 worker nodes in parallel.

Although DCTCP uses a simple queue management mechanism at the 
switch, it is ambiguous whether DCTCP can alleviate the problem of TCP 
outcast. Similarly, DCTCP does not address the problem of pseudoconges-
tion effect in virtualized data centers. DCTCP utilizes minimum buffer space 
in the switches, which, in fact, is a desirable property to avoid TCP outcast. 
However, experimental studies are required to conclude whether DCTCP 
can mitigate the problems of TCP outcast and pseudocongestion effect.

10.5.4 ICTCP [9]

Like DCTCP, the main idea of incast congestion control for TCP (ICTCP) is 
to avoid packet losses due to congestion rather than to avoid from the packet 
losses. It is well known that a TCP sender can send a minimum of advertised 
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window (rwnd) and congestion window (cwnd) (i.e., min (rwnd, cwnd)). ICTCP 
leverages this property and efficiently varies the rwnd to avoid TCP incast. 
The major contributions of ICTCP are the following: (1) The available band-
width is used as a quota to coordinate the rwnd increase of all connections, 
(2) per-flow congestion control is performed independently, and (3) rwnd is 
adjusted based on the ratio of difference between expected throughput and 
measured throughput over expected throughput. Moreover, live RTT is used 
for the throughput estimation.

Advantages: Unlike DCTCP, ICTCP does not require any modifications at 
the sender side (i.e., worker nodes) or network elements such as routers and 
switches. Instead, ICTCP requires modification only at the receiver side (i.e., 
an aggregator). This approach is adopted to retain the backward compatibil-
ity and make the algorithm general enough to handle the incast congestion 
in future high-bandwidth, low-latency networks.

Shortcomings: Although it has been shown in [9] that ICTCP achieves almost zero 
timeouts and high throughput, the scalability of ICTCP is a major concern, that 
is, the capability to handle incast congestion when there are extremely large 
number of worker nodes since ICTCP employs per-flow congestion  control. 
Another limitation of ICTCP is that it assumes that both the sender and the 
receiver are under the same switch, which might not be always the case. 
Moreover, it is not known how much buffer space is utilized by ICTCP. Thus, 
it is difficult to conclude whether ICTCP can alleviate queue buildup, buffer 
pressure, and TCP outcast problems. Like DCTCP, ICTCP too does not address 
the problem of pseudocongestion effect in virtualized data centers.

10.5.5 IA-TCP [15]

Unlike DCTCP and ICTCP that use window-based congestion control, incast 
avoidance algorithm for TCP (IA-TCP) uses a rate-based congestion control 
algorithm to control the total number of packets injected in the network. 
The motivation behind selecting rate-based congestion control mechanism 
is that window-based congestion control mechanisms in DCNs have limita-
tions in terms of scalability, that is, number of senders in parallel.

The main idea of IA-TCP is to limit the total number of outstanding data 
packets in the network so that it does not exceed the bandwidth-delay prod-
uct (BDP). IA-TCP employs ACK regulation at the receiver and, like ICTCP, 
leverages the advertised window (rwnd) field of the TCP header to regu-
late the cwnd of every worker node. The minimum rwnd is set to 1 packet. 
However, if a large number of worker nodes send packets with respect to a 
minimum rwnd of 1 packet, the total number of outstanding packets in the 
network may exceed the link capacity. In such scenarios, IA-TCP adds delay, 
Δ, to the ACK packet to ensure that the aggregate data rate does not exceed 
the link capacity. Moreover, IA-TCP also uses delay, Δ, to avoid the synchro-
nization among the worker nodes while sending the data.
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Advantages: Like ICTCP, IA-TCP also requires modification only at the 
receiver side (i.e., an aggregator) and does not require any modifications at 
the sender or network elements. IA-TCP achieves high throughput and sig-
nificantly improves the query completion time. Moreover, the scalability of 
IA-TCP is clearly demonstrated by configuring up to 96 worker nodes send-
ing data in parallel.

Shortcomings: Similar to the problem of ICTCP, it is not clear how much buffer 
space is utilized by IA-TCP. Thus, experimental studies are required to con-
clude whether IA-TCP can mitigate queue buildup, buffer pressure, and TCP 
outcast problems. Like DCTCP and ICTCP, studies are required in virtual-
ized data center environments to analyze the performance of IA-TCP with 
respect to the problem of pseudocongestion effect.

10.5.6 D2TCP [16]

Deadline-aware data center TCP (D2TCP) is a novel TCP-based transport 
protocol that is specifically designed to handle high burst situations. Unlike 
other TCP variants that are deadline agnostic, D2TCP is deadline aware. 
D2TCP uses a distributed and reactive approach for bandwidth allocation and 
employs a novel deadline-aware congestion avoidance algorithm that uses ECN 
feedback and deadlines to vary the sender’s cwnd via a gamma- correction 
function [16].

D2TCP does not maintain per-flow information and, instead, inherits the 
distributed and reactive nature of TCP while adding deadline awareness to it. 
Similarly, D2TCP employs its congestion avoidance algorithm by adding dead-
line awareness to DCTCP. The main idea, thus, is that far-deadline flows back 
off aggressively and the near-deadline flows back off only a little or not at all.

Advantages: The novelty of D2TCP lies in the fact that it is deadline aware and 
reduces the fraction of missed deadlines up to 75% as compared to DCTCP. 
In addition, since it is designed upon DCTCP, it avoids TCP incast and queue 
buildup and has high burst tolerance.

Shortcomings: The shortcomings of D2TCP are exactly similar to those of 
DCTCP: scalability and whether it is robust against TCP outcast as well as 
pseudocongestion effect. However, since it is deadline aware, it would be 
interesting to analyze the robustness of D2TCP against the pseudocongestion 
effect in virtualized data centers.

10.5.7 TCP-FITDC [17]

TCP-FITDC is an adaptive delay-based mechanism to prevent the problem of 
TCP incast. Like D2TCP, TCP-FITDC is also a DCTCP-based TCP variant that 
benefits from the novel ideas of DCTCP. Apart from utilizing ECN as an indica-
tor of network buffer occupancy and buffer overflow, TCP-FITDC also monitors 
changes in the queueing delay to estimate  variations in the available bandwidth.
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If there is no marked ACK received during the RTT, TCP-FITDC implies the 
queue length in the switch is below the marking threshold, and hence, TCP-
FITDC increases the cwnd to improve the throughput. If marked ACKs are 
received during the RTT, cwnd is decreased to control the queue length. TCP-
FITDC maintains two separate variables called rtt1 and rtt2 for unmarked ACKs 
and marked ACKs, respectively. By analyzing the difference between these two 
types of ACKs, TCP-FITDC gets more accurate estimate of the network condi-
tions. The cwnd is then reasonably decreased to maintain low queue length.

Advantages: TCP-FITDC gets a better estimate of the network conditions by 
coupling the information received via ECN and the information obtained by 
monitoring the RTT. Thus, it has better scalability than DCTCP and scales up 
to 45 worker nodes in parallel. It avoids TCP incast and queue buildup and 
has a high burst tolerance because it is built upon DCTCP.

Shortcomings: The shortcomings of TCP-FITDC are similar to those of DCTCP, 
except that it improves the scalability of DCTCP. Unlike D2TCP, TCP-FITDC 
is deadline agnostic, and like all the aforementioned TCP variants, it does 
not address TCP outcast and pseudocongestion effect problems.

10.5.8 TDCTCP [18]

TDCTCP attempts to improvise the working of DCTCP (thus, it is DCTCP 
based) by making three modifications. First, unlike DCTCP, TDCTCP not 
only decreases but also increases the cwnd based on the amount of conges-
tion in the network, that is, instead of increasing the cwnd as shown in (10.1), 
TDCTCP increases the cwnd as shown in (10.5). Thus, when the network is 
lightly loaded, the increment in cwnd is high, and vice versa:
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Second, TDCTCP resets the value of α after every delayed ACK timeout. This 
is done to ensure that α does not carry the stale information about the net-
work conditions, because if the stale value of α is high, it restricts the cwnd 
increment and thereby degrades the overall throughput. Lastly, TDCTCP 
employs an efficient approach to dynamically calculate the delayed ACK 
timeout with a goal to achieve better fairness.

Advantages: TDCTCP achieves 26%–37% better throughput and 15%–20% 
better fairness than DCTCP in a wide variety of scenarios ranging from 
single bottleneck topologies to multibottleneck topologies and varying 
buffer sizes. Moreover, it achieves better throughput and fairness even 
at very low values of K, that is, the ECN marking threshold at the switch. 
However, there is a slight increase in the delay and queue length while 
using TDCTCP as compared to DCTCP.
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Shortcomings: Although TDCTCP improves throughput and fairness, it does 
not address the scalability challenges faced by DCTCP. Like most of the other 
TCP variants discussed, TDCTCP too is deadline agnostic and does not alle-
viate the problems of TCP outcast and pseudocongestion effect.

10.5.9 TCP with Guarantee Important Packets (GIP) [19]

TCP with GIP mainly aims to improve the network performance in terms 
of goodput by minimizing the total number of timeouts. Timeouts lead to a 
dramatic degradation in the network performance and affect the user per-
ceived delay. The authors of TCP with GIP focus on avoiding mainly two 
types of timeouts in the network: (1) the timeouts due to the loss of full win-
dow of packets, full window loss timeouts (FLoss-TOs), and (2) the timeouts 
due to the lack of ACKs, lack of ACKs timeouts (LAck-TOs).

FLoss-TOs generally occur when the total data sent by all the worker nodes 
exceed the available bandwidth in the network, and thus, a few unlucky 
flows end up losing all the packets of the window. On the other hand, LAck-
TOs mainly occur when the transmission is barrier-synchronized transmission. 
In such transmissions, the aggregator will not request the worker nodes to 
transmit the next stripe units until all the worker nodes finish sending their 
current ones. If a few packets get dropped at the end of the stripe unit, they 
cannot be recovered until the RTO fires because there may not be sufficient 
dupacks to trigger fast retransmit.

TCP with GIP introduces flags in the interface between the application 
layer and the transport layer. These flags indicate whether the running 
application follows many-to-one communication pattern or not. If the 
running application follows such a communication pattern, TCP with 
GIP redundantly transmits the last packet of the stripe unit at most three 
times and each worker node decreases its initial cwnd at the head of the 
stripe unit. On the other hand, if the running application does not follow 
many-to-one communication pattern, TCP with GIP works like a stan-
dard TCP.

Advantages: TCP with GIP achieves almost zero timeouts and higher goodput 
in a wide variety of scenarios including with and without the background 
UDP traffic. Moreover, the scalability of TCP with GIP is much more than 
any other TCP variant discussed earlier, that is, it scales well up to 150 worker 
nodes in parallel.

Shortcomings: TCP with GIP does not address the queue occupancy problem 
resulting from the presence of elephant traffic. As a result, the queue buildup, 
buffer pressure, and TCP outcast problems remain unsolved because all 
these problems arise due to the lack of the buffer space in the switches. 
Although timeouts are eliminated by TCP with GIP, flows may miss the 
specified deadlines because of queueing delay. Moreover, the hypervisor 
scheduling latency is not taken into consideration, and thus, the  problem 
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of pseudocongestion effect also remains open. Note that high latencies intro-
duced by hypervisor scheduling algorithm may also prevent flows from 
meeting the specified deadlines.

10.5.10 PVTCP [7]

Paravirtualized TCP (PVTCP) proposes an efficient solution to the problem 
of pseudocongestion effect. This approach does not require any changes to 
be done in the hypervisor. Instead, the basic working of TCP is modified 
to accept the latencies introduced by the hypervisor scheduler. An efficient 
approach is suggested to capture the actual picture of every packet transmis-
sion involving the hypervisor-introduced latencies and then determine RTO 
more accurately to filter out pseudocongestion effect.

Whenever the hypervisor introduces scheduling latency, sudden spikes 
can be observed during the regular measurements of RTT. PVTCP detects 
these sudden spikes and filters out the negative impact of these spikes by 
proper RTT measurement and RTO management. While calculating aver-
age RTT, PVTCP ignores the measurement of a particular RTT if a spike is 
observed in that RTT.

Advantages: PVTCP solves the problem of pseudocongestion effect without 
requiring any changes in the hypervisor. By detecting the unusual spikes, 
accurately measuring RTT, and properly managing RTO, PVTCP enhances 
the performance of virtualized data centers.

Shortcomings: The scalability of PVTCP is ambiguous, and thus, whether 
it can solve TCP incast effectively or not is unclear. The queue occupancy 
while using PVTCP is not taken into consideration, which may further lead 
to problems such as queue buildup, buffer pressure, TCP outcast, and missed 
deadlines.

10.5.11 Summary: TCP Enhancements for DCNs

Table 10.7 summarizes the comparative study of TCP variants proposed 
for DCNs. Apart from the novelty of the proposed TCP variant, the table 
also highlights the deployment complexity of each protocol. The protocols 
that require modifications in the sender, receiver, and switch are consid-
ered as hard to deploy. The ones that require modification only at the sender 
or receiver are considered as easy to deploy. DCNs, however, are privately 
controlled and managed networks, and thus, the former ones may also be 
treated as easy to deploy.

Apart from the aforementioned parameters, the summary also includes 
which problems among TCP incast, TCP outcast, queue buildup, buffer pres-
sure, and pseudocongestion effect are alleviated by each TCP variant. The 
details regarding the tools used/approach of implementation adopted by the 
authors are also listed.
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Although several modifications have been proposed to the original design 
of TCP, there is an acute need to further optimize the performance of TCP in 
DCNs. A few open issues are listed in the following:

 1. Except D2TCP, all other TCP variants are deadline agnostic. Meeting 
deadlines is the most important requirement in DCNs. Missed dead-
lines may lead to violations of SLAs and, thus, incur high cost to the 
organization.

 2. Most of the data centers today employ virtualization for efficient 
resource utilization. Hypervisor scheduling latency ranges from 
microseconds to hundreds of milliseconds and, hence, may hin-
der in successful completion of flows within the specified deadline. 
While making modifications to hypervisors is one viable solution, 
designing an efficient TCP that is deadline aware and automatically 
tolerates hypervisor scheduling latency is a preferred solution.

 3. A convincing solution to TCP outcast problem is unavailable. An 
optimal solution to overcome TCP outcast must ensure minimal buf-
fer occupancy at the switch. Since RED is implemented in most of 
the modern switches, it can be used to control the buffer occupancy. 
The parameter sensitivity of RED, however, poses further challenges 
and complicates the problem.

10.6 Summary

Data centers in the present scenario house a plethora of Internet applications. 
These applications are diverse in nature and have various performance 
requirements. Understanding the complete architecture of a data center 
from the point of its physical as well as networking infrastructure is crucial 
to the success of cloud computing.

Although several issues related to networking still exist in data centers, 
one of the most crucial ones is to meet the diverse requirements of various 
traffic types that coexist in a data center environment. Majority of the traf-
fic uses many-to-one communication pattern to gain performance efficiency. 
TCP, which has been a mature transport protocol of Internet since the past 
several decades, suffers from performance impairments such as TCP incast, 
TCP outcast, queue buildup, buffer pressure, and pseudocongestion effect in 
DCNs. We described each of the aforementioned impairment in brief along 
with the causes and possible approaches to mitigate them. A comparative 
study of TCP variants that have been specifically designed for DCNs is pre-
sented, while describing the advantages and shortcomings of each.
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Review Points

• Data centers are mainly classified based on the uptime they provide 
to the cloud user (see Section 10.1).

• Around 15% of the cost in data centers goes in networking (see 
Section 10.3).

• Different traffic types with diverse performance requirement coex-
ist in DCNs (see Section 10.2.6).

• Traditional TCP/IP does not provide optimal network performance 
in DCNs (see Section 10.4).

• Although a few new TCP algorithms have been designed to enhance 
the network performance in data centers, a lot remains to be done 
(see Section 10.5).

Review Questions

 1. What are the different ways to classify data centers?

 2. Explain the different types of traffic in DCNs. Mention their perfor-
mance requirements and provide an example for each type of traffic.

 3. How is queue buildup different from buffer pressure?

 4. Describe at least two approaches to solve the problem of pseudocon-
gestion in virtualized data centers.

 5. Why traditional ECN mechanism cannot be used in DCTCP?
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11
Cloud Service Providers

Learning Objectives

The main objective of this chapter is to provide an overview of different 
cloud service providers. After reading this chapter, you will

• Know about different companies that support cloud computing
• Understand open source/proprietary tools offered by the companies
• Know cloud services offered by the companies
• Understand the features and available architecture of different tools

Preamble

This chapter provides an overview of cloud services offered by various com-
panies. We begin with the introduction to cloud services. Subsequent sections 
talk about companies like Amazon, Microsoft, Google, EMC, Salesforce, and 
IBM that provide various tools and services in order to give cloud support. 
Each section briefly describes cloud features supported by these companies. 
It also gives an idea of tools and technologies adapted by companies in order 
to provide services to the users. In this chapter, we focus on giving readers 
brief information about various tools and technologies provided by different 
companies. After reading this chapter, the reader will be able to distinguish 
different services provided by various companies and make appropriate 
choices as per the requirement.
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11.1 Introduction

Cloud computing is one of the most popular buzzwords used these days. 
It  is the upcoming technology provisioning resources to the consumers in 
the form of different services like software, infrastructure, platform, and 
security. Services are made available to users on demand via the Internet 
from a cloud computing provider’s servers as opposed to being provided 
from a company’s own on-premise servers. Cloud services are designed to 
provide easy, scalable access to applications, resources, and services and are 
fully managed by a cloud service provider. A cloud service can dynamically 
scale to meet the needs of its users, and because the service provider sup-
plies the hardware and software necessary for the service, there is no need 
for a company to provision or deploy its own resources or allocate informa-
tion technology (IT) staff to manage the service. Examples of cloud services 
include online data storage and backup solutions, web-based e-mail services, 
hosted office suites and document collaboration services, database process-
ing, and managed technical support services.

Cloud services can be broadly classified into three types: Software as a 
Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service 
(IaaS). With growing technologies, many more services are emerging in this 
field, such as Security as a Service (SeaaS), Knowledge as a Service, and Data 
Analytics as a Service.

Many companies have come forward to adapt the cloud environment and 
ensure that the users as well as the companies benefit from this. Amazon, 
Microsoft, Google, Yahoo, EMC, Salesforce, Oracle, IBM, and many more 
companies provide various tools and services in order to give cloud support 
for their customers.

11.2 EMC

EMC is one of the leading global enterprises that require dynamic scalability 
and infrastructure agility to meet changing applications as well as business 
needs. EMC chose cloud computing as the ideal solution to reduce the com-
plexity and optimize the infrastructure. Offering Information Technology as 
a Service (ITaaS) reduces the energy consumption through resource sharing.

11.2.1 EMC IT

Virtualization is the main concept behind the success of EMC IT. By vir-
tualizing the infrastructure, allocation of the resources on demand is 
possible. This also helps to increase efficiency and resource utilization. 
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EMC  IT  provides its business process units with IaaS, PaaS, and SaaS. 
Figure  11.1 gives an overview of the services offered by EMC, which are 
explained in the following:

 1. IaaS offers EMC business units the ability to provision infrastruc-
ture components such as network, storage, computing, and operat-
ing systems individually or as integrated services.

 2. PaaS provides the secure application and information frameworks on 
top of application server, web server, database, unstructured content 
management, and security components as a service to business units 
from which to develop solutions. EMC IT offers database platforms 
(Oracle Database as a Service, SQL Server as a Service, Greenplum 
as a Service) and application platforms (application development, 
Enterprise Content Management as a Service, Information Cycle 
Management as a Service, Security PaaS, Integration as a Service) for 
the purpose of development.

 3. SaaS provides applications and tools in a service model for business 
enablement. EMC IT brought together several existing business solu-
tions under the unified architecture named as Business Intelligence 
as a Service. It also offers Enterprise Resource Planning (ERP) and 
Customer Relationship Management (CRM) as a Service.

 4. User Interface as a Service (UIaaS) provisions user and interface 
experience, rather than provisioning the actual device used.

Service
management

User experience Virtual desktops

ERP
MDM

Security
Integration

Runtime environments

ILM
App/web servers

Development tools

Greenplum

Network Compute Storage and backup Converged infrastucture

SQL Server Oracle

ECM
Data grid

Frameworks

GRC
Collaboration

CRM
BI

Choice computing Mobility

IT as a service

User interface as a service

Software as a service

Platform as a service

Infrastructure as a service

Enterprise applications

Application platforms

Database platforms

Service orchestration
service catalog

Service model and SLAs
demand management

Business model
pricing

FIGURE 11.1
Cloud services by EMC. (Adapted from EMC IT’s journey to the private cloud, applications and 
the cloud experience, White Paper-EMC.)
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11.2.2 Captiva Cloud Toolkit

EMC offers a tool called Captiva Cloud Toolkit to help in the development of 
softwares. EMC Captiva Cloud Toolkit is a Software Development Kit (SDK) 
comprised of modules that help web application developers to quickly add 
scanning and imaging functionality directly to their web-based business 
applications. It is ideal for document capture vendors, commercial software 
developers, and enterprises that want to create custom web-based appli-
cations that are fully scan enabled, complimenting their business solution 
offerings.

Using Captiva Cloud Toolkit, developers can quickly create a working 
scan-enabled web-based business application in as early as 1 week. As a 
result, time to market is shortened and development, testing, and support 
costs are greatly reduced. Also, the enterprise’s return on investment is 
quickly achieved, and its ability to compete in an increasingly competitive 
distributed document capture market is accelerated.

There are a few modules that are commonly used in most of the process 
development. These are basic modules that import images from various 
sources like fax, e-mail, or scanner or from any repository. A few of these 
modules are as follows:

 1. Scan: Scanning is importing activity of documents into Captiva 
from a scanner. Basically, scanning happens at page level to bring 
images page by page into Captiva. Scanning is the entry point to 
Captiva where one can import any kind of document like pdf, tiff, 
and jpg.

 2. MDW: Multi Directory Watch is another entry point to Captiva. MDW 
can be pointed to any folder/repository from where Captiva could 
import documents directly. MDW is very useful if business is getting 
documents in the form of a soft copy, for example, as an attached file 
in an e-mail. MDW also acts as a scan module except it does not inter-
lock with the scanner.

 3. IE: Image enhancement is a kind of filter or repairing tool for images 
that are not clear. It enhances the image quality, so it could be pro-
cessed easily through Captiva. One can configure IE as per business 
requirement and images being received. The functionalities of IE are 
deskew, noise removal, etc.

 4. Index: Indexing is a data capturing activity in Captiva through 
which one can capture key data from various fields. For example, 
if bank form is being processed, the A/C no. and sort code could be 
the indexing field. Indexing could be added as per requirement of 
business. A validation field could be added to avoid unwanted data 
entry while indexing any document.
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 5. Export: Export is the exit point of Captiva where images/data are sent to 
various repositories like file, net, document, or data. The exported data 
are used for business requirements of various business divisions. For 
example, if we are capturing the A/C no. and sort code for a bank appli-
cation, this could be mapped to any department where it is needed.

 6. Multi: Multi is the last process in Captiva to delete batches that have 
gone through all modules and exported value successfully. Multi 
could be configured as per need of business. In the case when it is 
required to take a backup of batches, this module could be avoided.

The previously mentioned modules are very basic modules of Captiva for 
indexing and exporting. But for more flexibility and automation, dispatcher 
is used, which is more accurate to capture data.

11.3 Google

Google is one among the leading cloud providers that offer secure storage of 
user’s data. It provides cloud platform, app engine, cloud print, cloud connect, 
and many more features that are scalable, reliable, as well as secure. Google offers 
many of these services for free or at a minimum cost making it user friendly.

11.3.1 Cloud Platform

Google Cloud Platform enables developers to build, test, and deploy applica-
tions on Google’s highly scalable and reliable infrastructure. Google has one 
of the largest and most advanced networks across the globe. Software infra-
structures such as MapReduce, BigTable, and Dremel are the innovations for 
industrial development.

Google Cloud Platform includes virtual machines, block storage, NoSQL 
datastore, and big data analytics. It provides a range of storage services that 
allow easy maintenance and quick access of user’s data. The cloud platform 
offers a fully managed platform as well as flexible virtual machines allow-
ing the user to choose as per the requirements. Google also provides easy 
integration of user’s application within the cloud platform.

Applications hosted on the cloud platform can automatically scale up to 
handle the most demanding workloads and scale down when traffic sub-
sides. The cloud platform is designed to scale like Google’s own products, 
even when there is a huge traffic spike. Managed services such as App 
Engine or Cloud Datastore provide autoscaling that enables application to 
grow with the users. The user has to pay only for what he or she uses.
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11.3.2 Cloud Storage

Google Cloud Storage is a RESTful online file storage web service for storing 
and accessing one’s data on Google’s infrastructure. Representational state 
transfer (REST) is an architectural style consisting of a coordinated set of 
architectural constraints applied to components, connectors, and data ele-
ments within a distributed system. The service combines the performance 
and scalability of Google’s cloud with advanced security and sharing capa-
bilities. Google Cloud Storage is safe and secure. Data are protected through 
redundant storage at multiple physical locations.

The following are the few tools for Google Cloud Storage:

• Google Developers Console is a web application where one can per-
form simple storage management tasks on the Google Cloud Storage 
system.

• gsutil is a Python application that lets the user access Google Cloud 
Storage from the command line.

11.3.3 Google Cloud Connect

Google Cloud Connect is a feature provided by Google Cloud by integrating 
cloud and the application programming interface (API) for Microsoft Office. 
After installing a plug-in for the Microsoft Office suite of programs, one can 
save files to the cloud. The cloud copy of the file becomes the master docu-
ment that everyone uses. Google Cloud Connect assigns each file a unique 
URL that can be shared to let others view the document.

If changes are made to the document, those changes will show up for 
everyone else viewing it. When multiple people make changes to the same 
section of a document, Cloud Connect gives chance to the user to choose 
which set of changes to keep.

When the user uploads a document to Google Cloud Connect, the service 
inserts some metadata into the file. Metadata is information about other 
information. In this case, the metadata identifies the file so that changes will 
track across all copies. The back end is similar to the Google File System and 
relies on the Google Docs infrastructure. As the documents sync to the mas-
ter file, Google Cloud Connect sends the updated data out to all downloaded 
copies of the document using the metadata to guide updates to the right files.

11.3.4 Google Cloud Print

Google Cloud Print is a service that extends the printer’s function to any 
device that can connect to the Internet. To use Google Cloud Print, the user 
needs to have a free Google profile, an app, a program, or a website that 
incorporates the Google Cloud Print feature, a cloud-ready printer or printer 
connected to a computer logged on to the Internet.
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When Google Cloud Print is used through an app or website, the print 
request goes through the Google servers. Google routes the request to the 
appropriate printer associated with the user’s Google account. Assuming the 
respective printer is on and has an active Internet connection, paper, and ink, 
the print job should execute on the machine. The printer can be shared with 
other people for receiving documents through Google Cloud Print.

Because most printers are not cloud ready, most Google Cloud Print users 
will need to have a computer act as a liaison. Google Cloud Print is an 
extension built into the Google Chrome Browser, but it should be enabled 
explicitly. Once enabled, the service activates a small piece of code called 
a connector. The connector’s job is to interface between the printer and the 
outside world. The connector uses the user’s computer printer software to 
send commands to the printer.

If one has a cloud-ready printer, one can connect the printer to the Internet 
directly without the need for a dedicated computer. The cloud printer has to 
be registered with Google Cloud Print to take advantage of its capabilities.

Because Google allows app and website developers to incorporate Google 
Cloud Print into their products as they see fit, there is no standard approach 
to executing a print job. Google Cloud Print depends on developers incorpo-
rating the feature into their products. Not every app or site will have Google 
Cloud Print built into it, which limits its functionality. Naturally, Google 
builds the service into its own products, but many people rely on services 
from multiple sources and may find Google Cloud Print does not have a 
wide enough adoption to meet all their needs.

11.3.5 Google App Engine

Google App Engine lets the user run web applications on Google’s infrastruc-
ture. App Engine applications are easy to build, easy to maintain, and easy to 
scale as traffic and data storage needs grow. With App Engine, there are no 
servers to maintain: Just upload the application, and it is ready to serve users.

The app can be served from the user’s own domain name (such as http://
www.example.com/) using Google Apps. Otherwise, it can be served using a 
free name on the appspot.com domain. An application can be shared with the 
world or limit access to members of an organization. Figure 11.2 shows the dif-
ferent modules in Google App Engine. Integration of cloud computing services 
with support services and client capabilities is shown in the diagram.

Google App Engine supports apps written in several programming lan-
guages. With App Engine’s Java runtime environment, one can build one’s app 
using standard Java technologies, including the JVM, the Java servlets, and the 
Java programming language—or any other language. App Engine also features 
a Python runtime environment, which includes a fast Python interpreter and the 
Python standard library. App Engine also features a PHP runtime, with native 
support for Google Cloud SQL and Google Cloud Storage that works just like 
using a local MySQL instance and doing local file writes. Finally, App Engine 



280 Essentials of Cloud Computing

provides a Go runtime environment that runs natively compiled Go code. These 
runtime environments are built to ensure that your application runs quickly, 
securely, and without interference from other apps on the system.

With App Engine also, the user has to only pay for what he or she uses. 
There are no setup costs and no recurring fees. The resources used by the 
application such as storage and bandwidth are measured in gigabyte and 
billed at competitive rates. One has to control the maximum amount of 
resources one’s app can consume, so it always stays within one’s budget.

App Engine costs nothing to get started. All applications can use up to 
1 GB of storage and enough CPU and bandwidth to support an efficient app 
serving around five million page views a month, absolutely free. When bill-
ing is enabled for the application, free limits are raised, and one has to only 
pay for resources one uses above the free levels.

11.4 Amazon Web Services

Amazon Web Services (AWS) is a collection of remote computing services 
(also called web services) that together make up a cloud computing platform, 
offered over the Internet by Amazon.com. The most central and well known 
of these services are Amazon Elastic Compute Cloud (Amazon EC2), Amazon 
Simple Queue Service (Amazon SQS), and Amazon S3 as shown in Figure 11.3.

Amazon EC2 is a computing service, whereas Amazon SQS and Amazon 
S3 are support services. The service is advertised as providing a large 
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January 16, 2014).
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computing capacity (potentially many servers) much faster and cheaper 
than building a physical server farm. Amazon’s data centers are located 
at Ashburn, Virginia, Dallas/Fort Worth, Los Angeles, Miami, Newark, 
New Jersey, Palo, Alto, California, Seattle, St. Louis, Amsterdam, Dublin, 
Frankfurt, London, Hong Kong, Singapore, Tokyo, etc.

11.4.1 Amazon Elastic Compute Cloud

Amazon EC2 is an IaaS offered by AWS and is the leading provider of IaaS 
in the current market. Powered by a huge infrastructure that the company 
has built to run its retail business, Amazon EC2 provides a true virtual com-
puting environment. By providing a variety of virtual machine or instance 
types, operating systems, and software packages to choose from, Amazon 
EC2 enables the user to instantiate virtual machines of his choice through a 
web service interface. The user can change the capacity and characteristics of 
the virtual machine by using the web service interfaces, hence named elastic. 
Computing capacity is provided in the form of virtual machines or server 
instances by booting Amazon Machine Images (AMI), which can be instanti-
ated by the user. An AMI contains all the necessary information needed to 
create an instance. The primary Graphical User Interface (GUI) interface is 
the AWS Management Console (point and click) and a web service API that 
supports both Simple Object Access Protocol and Query Requests. The API 
provides programming libraries and resources for Java, PHP, Python, Ruby, 
Windows, and .Net. The infrastructure is virtualized by using Xen hypervi-
sor, and different instance types are provided as follows:

• Standard instances—suitable for most applications
• Micro instances—suitable for low-throughput applications
• High-memory instances—suitable for high-throughput applications
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• High-CPU instances—suitable for compute-intensive applications
• Cluster compute instances—suitable for high-performance comput-

ing (HPC) applications

The instances can be obtained on demand on an hourly basis, thus eliminat-
ing the need of forecasting computing needs earlier. Instances can be reserved 
earlier, and a discounted rate is charged for such instances. Users can also 
bid on unused Amazon EC2 computing capacity and obtain instances. Such 
instances are called as Spot Instances. Those bids that exceed the current 
Spot Price is provided with the instance, which allows the user to reduce 
costs. The Spot Price is varying and is decided by the company.

Instances can be placed in multiple locations, which are defined by regions 
and availability zones. Availability zones are distinct locations that are engi-
neered to be insulated from failures in other availability zones and provide 
inexpensive, low-latency network connectivity to other availability zones in 
the same region. Thus, placing the instances in multiple locations enables 
fault tolerance and failover reliability. The Amazon EC2 instances can be 
monitored and controlled by the AWS Management Console and the web 
service API. However, AWS provides Amazon Cloud Watch, a web service 
that provides monitoring for AWS cloud resources, starting with Amazon 
EC2. It provides customers with visibility into resource utilization, opera-
tional performance, and overall demand patterns—including metrics such 
as CPU utilization, disk reads and writes, and network traffic.

Instances are authenticated using a signature-based protocol, which uses 
key pairs. Another important feature provided is the Amazon Virtual Private 
Cloud (Amazon VPC). The existing IT infrastructure can be connected to 
Amazon EC2 via a virtual private network (VPN). Isolated computing 
resources are provided in Amazon VPC, and the existing management capa-
bilities such as security services, firewalls, and intrusion detection systems 
can be extended to isolated resources of Amazon EC2.

Elastic load balancing (ELB) enables the user to automatically distribute 
and balance the incoming application’s traffic among the running instances 
based on metrics such as request count and request latency. Fault tolerance 
and automatic scaling can be performed by configuring the ELB as per the 
specific needs. ELB monitors the health of the instances running and routes 
traffic away from a failing instance.

An instance is stored as long as it is operational and is removed on termi-
nation. Persistent storage can be enabled by using either Elastic Block Storage 
(EBS) or Amazon Simple Storage Service (S3). EBS provides a highly reliable 
and secure storage, and the storage volumes can be used to boot an Amazon 
EC2 instance or be attached to an instance as a standard block device. Amazon 
S3 provides a highly durable storage infrastructure designed for mission-
critical and primary data storage. Storage is based on units called objects 
whose size can vary from one byte to five gigabytes of data. These objects 
are stored in a bucket and retrieved via a unique, developer-assigned key. 
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It is accessible through a web service interface and provides authentication 
procedures to protect against unauthorized access.

11.4.2 Amazon Simple Storage Service

Amazon Simple Storage Service known as Amazon S3, is the storage for the 
Internet. It is designed to make web-scale computing easier for developers. 
Amazon S3 provides a simple web service interface that can be used to store 
and retrieve any amount of data, at any time, from anywhere on the web. 
It  gives any developer access to the same highly scalable, reliable, secure, 
fast, inexpensive infrastructure that Amazon uses to run its own global net-
work of websites. The service aims to maximize benefits of scale and to pass 
those benefits on to developers.

Along with its simplicity, it also takes care of other features like security, 
scalability, reliability, performance, and cost. Thus, Amazon S3 is a highly 
scalable, reliable, inexpensive, fast, and also easy to use service that meets 
design requirements and expectations.

Amazon S3 provides a highly durable and available store for a variety 
of content, ranging from web applications to media files. It allows users 
to offload storage where one can take advantage of scalability and pay-
as-you-go pricing. For sharing content that is either easily reproduced or 
where one needs to store an original copy elsewhere, Amazon S3’s Reduced 
Redundancy Storage (RRS) feature provides a compelling solution. It also 
provides a better solution in the case of storage for data analytics. Amazon 
S3 is an ideal solution for storing pharmaceutical data for analysis,  financial 
data for computation, and images for resizing. Later this content can be sent 
to Amazon EC2 for computation, resizing, or other large-scale analytics 
without incurring any data transfer charges for moving the data between 
the services.

Amazon S3 offers a scalable, secure, and highly durable solution for backup 
and archiving critical data. For data of significant size, the AWS Import/
Export feature can be used to move large amounts of data into and out of 
AWS with physical storage devices. This is ideal for moving large quantities 
of data for periodic backups, or quickly retrieving data for disaster recov-
ery scenarios. Another feature offered by Amazon S3 is its Static Website 
Hosting, which is ideal for websites with static content, including html files, 
images, videos, and client-side scripts such as JavaScript.

11.4.3 Amazon Simple Queue Service

Another service of AWS is Amazon SQS. It is a fast, reliable, scalable, fully 
managed message queuing service. SQS makes it simple and cost effective to 
decouple the components of a cloud application. SQS can be used to transmit 
any volume of data, at any level of throughput, without losing messages or 
requiring other services to be always available.
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Amazon SQS is a distributed queue system that enables web service appli-
cations to quickly and reliably queue messages that one component in the 
application generates to be consumed by another component. A queue is a 
temporary repository for messages that are waiting to be processed.

Amazon SQS offers various features like allowing multiple readers and 
writers at the same time, providing access control facilities, guaranteeing 
high availability of sending, and retrieving messages due to redundant 
infrastructure. It also gives provision for having variable length messages as 
well as configurable settings for each queue.

11.5 Microsoft

Cloud computing provides a new way of looking at IT at Microsoft called 
Microsoft IT (MSIT). Cloud computing is now the preferred and default envi-
ronment for new and migrated applications at Microsoft. MSIT has devel-
oped a methodology and a set of the best practices for analyzing their current 
application portfolio for possible candidates to migrate to cloud computing. 
This analysis enables MSIT to select the ideal cloud  computing–based envi-
ronment for each application. MSIT has captured these best practices and 
documented them for other Microsoft customers who wish to migrate their 
organizations to cloud computing.

11.5.1 Windows Azure

Windows Azure Cloud Services (web and worker roles/PaaS) allow develop-
ers to easily deploy and manage application services. It delegates the man-
agement of underlying role instances and operating system to the Windows 
Azure platform.

The Migration Assessment Tool (MAT) for Windows Azure encapsulates 
all the information to be aware of before attempting the application migra-
tion to Windows Azure. Based on the response to a series of simple binary 
questions, the tool generates a report that outlines the amount of develop-
ment effort involved to migrate the application, or the architecture consider-
ations for a new application.

The Windows Azure Pricing Calculator analyzes an application’s poten-
tial public cloud requirements against the cost of the application’s existing 
infrastructure. This tool can help to compare current operational costs for an 
application, against what the operating costs would be on Windows Azure 
and SQL Azure.

Windows Azure Pack for Windows Server is a collection of Windows 
Azure technologies available to Microsoft customers at no additional cost 
for installation into their data center. It runs on top of Windows Server 2012 
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R2 and System Center 2012 R2 and, through the use of the Windows Azure 
technologies, it allows you to offer a rich, self-service, multitenant cloud, con-
sistent with the public Windows Azure experience.

11.5.2 Microsoft Assessment and Planning Toolkit

The Microsoft Assessment and Planning Toolkit (MAP) is an agentless, 
automated, multiproduct planning and assessment tool for cloud migration. 
MAP provides detailed readiness assessment reports, executive proposals, 
and hardware and software information. It also provides recommendations 
to help organizations accelerate the application migration process for both 
private and public cloud planning assessments. MAP analyzes server uti-
lization data for server virtualization and also server consolidation with 
Hyper-V.

11.5.3 SharePoint

Microsoft offers its own online collaboration tool called SharePoint. 
Microsoft SharePoint is a web application platform that comprises a multi-
purpose set of web technologies backed by a common technical infrastruc-
ture. By default, SharePoint has a Microsoft Office–like interface, and it is 
closely integrated with the Office suite. The web tools are designed to be 
usable by nontechnical users. SharePoint can be used to provide intranet 
portals, document and file management, collaboration, social networks, 
extranets, websites, enterprise search, and business intelligence. It also has 
system integration, process integration, and workflow automation capabili-
ties. Unlike Google Cloud Connect, Microsoft SharePoint is not a free tool. 
But it has additional features that cannot be matched by Google or any 
other companies.

11.6 IBM

IBM is one among the players in the field of cloud computing offering vari-
ous cloud services to the consumers. IBM cloud computing consists of cloud 
computing solutions for enterprises as offered by the global IT company 
IBM. All offerings are designed for business use, marketed under the name 
IBM SmartCloud. IBM cloud includes IaaS, SaaS, and PaaS offered through 
public, private, and hybrid cloud delivery models, in addition to the compo-
nents that make up those clouds.

IBM offers an entry point to cloud computing whether a client is designing 
their own virtual private cloud, deploying cloud service, or consuming cloud 
workload applications. The IBM cloud framework begins with the physical 
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hardware of the cloud. IBM offers three hardware platforms for cloud com-
puting, which offer built-in support for virtualization. The next layer of the 
IBM framework is virtualization. IBM offers IBM Websphere application 
infrastructure solutions that support programming models and open stan-
dards for virtualization.

The management layer of the IBM cloud framework includes IBM Tivoli mid-
dleware. Management tools provide capabilities to regulate images with auto-
mated provisioning and deprovisioning, monitor operations, and meter usage 
while tracking costs and allocating billing. The last layer of the framework pro-
vides integrated workload tools. Workloads for cloud computing are services 
or instances of code that can be executed to meet specific business needs. IBM 
offers tools for cloud-based collaboration, development and test, application 
development, analytics, business-to-business integration, and security.

11.6.1 Cloud Models

IBM offers a spectrum of cloud delivery options ranging from solely private 
cloud to solely public cloud and numerous variations in between. IBM gives 
the option to build a customized cloud solution out of a combination of pub-
lic cloud and private cloud elements. Companies that prefer to keep all data 
and processes behind their own firewall can choose a private cloud solution 
managed by their own IT staff. A company may also choose pay-as-you-go 
pricing that allows them to run lower-profile applications on a secure public 
cloud model. Hybrid cloud options allow for some processes to be hosted 
and managed by IBM, while others are kept on a private cloud or on a VPN 
or Virtual Local Area Network. IBM also offers planning and consultation 
throughout the deployment process. Cloud computing is the best choice for 
mobile software. IBM offers five different cloud provision models:

 1. Private cloud, owned and operated by the customer
 2. Private cloud, owned by the customer but operated by IBM (or 

another provider)
 3. Private cloud, owned and operated by IBM (or another provider)
 4. Virtual private cloud services, based on multitenant support for 

individual enterprises
 5. Public cloud services, based on the provision of functions to 

individuals

The majority of cloud users choose a hybrid cloud model, with some work-
loads being served by internal systems, some from commercial cloud pro-
viders, and some from public cloud service providers.

For enterprise customers who perceive that the security risk of cloud com-
puting adoption is too high, IBM specializes in secure private cloud offerings. 
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For building strictly private clouds, IBM offers IBM Workload Deployer and 
Cloudburst as ready-to-deploy, cloud in a box–style solutions. Cloudburst 
provides blade servers, middleware, and virtualization for an enterprise to 
build its own cloud-ready virtual machines. Workload Deployer connects an 
enterprise’s existing servers to virtualization components and middleware 
in order to help deploy standardized virtual machines designed by IBM. For 
customers who prefer to perform their own integration of private clouds, 
IBM offers a choice of hardware and software building blocks, along with 
recommendations and reference architecture, leading the way to deploy-
ment. Clients may choose from IBM virtualization–enabled servers, middle-
ware, and SaaS applications.

11.6.2 IBM SmartCloud

IBM SmartCloud is a branded ecosystem of cloud computing products 
and solutions from IBM. It includes IaaS, SaaS, and PaaS offered through 
 public, private, and hybrid cloud delivery models. IBM places these offerings 
under three umbrellas: SmartCloud Foundation, SmartCloud Services, and 
SmartCloud Solutions. Figure 11.4 briefly explains the architecture of IBM 
SmartCloud.

SmartCloud Foundation consists of the infrastructure, hardware, 
provisioning, management, integration, and security that serve as the 
underpinnings of a private or hybrid cloud. Built using those founda-
tional components, PaaS, IaaS, and backup services make up SmartCloud 
Services. Running on this cloud platform and infrastructure, SmartCloud 
Solutions consist of a number of collaboration, analytics, and marketing 
SaaS applications.

Along with IaaS, PaaS, and SaaS, IBM also offers Business Process as a 
Service (BPaaS). Infrastructure cloud services provide the consumer the pro-
vision of processing, storage, networks, and other fundamental computing 
resources where the consumer is able to deploy and run arbitrary software, 
which can include operating systems and applications. In platform cloud 
services, a consumer can deploy consumer-created or  consumer-acquired 
applications onto the cloud infrastructure created using programming lan-
guages and tools supported by the provider. Application cloud services 
allow consumers to use the provider’s applications  running on a cloud 
infrastructure. The applications are accessible from various client devices 
through a thin client interface such as a web browser (e.g.,  web-based 
e-mail). Business process cloud services are any business process (horizon-
tal or vertical) delivered through the cloud service model ( multitenant, self-
service provisioning, elastic scaling, and usage metering or pricing) via the 
Internet with access via web-centric interfaces and exploiting web-oriented 
cloud architecture. The BPaaS provider is responsible for the related busi-
ness functions.
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11.7 SAP Labs

SAP Labs makes enterprise software to manage business operations and cus-
tomer relations. SAP is the leader in the market of enterprise applications in 
terms of software and software-related service. The company’s best-known 
software products are its enterprise resource planning application systems 
and management (SAP ERP), its enterprise data warehouse  product—SAP 
Business Warehouse (SAP BW), SAP Business Objects software, and most 
recently, Sybase mobile products and in-memory computing appliance SAP 
HANA. SAP is one of the largest software companies in the world.

11.7.1 SAP HANA Cloud Platform

SAP HANA Cloud Platform is an open-standard, Eclipse-based, modular 
PaaS. In SAP HANA Cloud Platform, applications are deployed via com-
mand-line tools to the cloud as web application archive (WAR) files or OSGi 
bundles. OSGi bundles are normal jar components with extra manifest head-
ers. The applications run within the Java-based SAP HANA Cloud Platform 
runtime environment. It is powered by SAP HANA and can be maintained 
using web-based management tools.

The main features of SAP HANA Cloud Platform are as follows:

• Enterprise platform built for developers
• Native integration with SAP and non-SAP software
• In-memory persistence
• Secure data platform
• Lightweight, modular runtime container for applications

SAP HANA Cloud Platform lets the users quickly build and deploy business 
and consumer applications that deliver critical new functionality to meet 
emerging business needs. It also helps connect users with customers in more 
engaging experiences. It provides connectivity based on the cloud connec-
tivity service. As a result, the platform streamlines the integration of new 
applications at the lowest possible total cost of ownership. Support for open 
programming standards provides a low barrier entry for developers. This 
makes them productive from the start in building enterprise applications 
that can integrate with any SAP or non-SAP solution. No new coding skills 
are required to work with SAP HANA.

11.7.2 Virtualization Services Provided by SAP

ERP virtualization increases a project’s return on investment by maximiz-
ing hardware utilization. The business benefits of virtualization of ERP 
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applications are shorter development cycles, reduction in IT costs, improved 
availability, and energy saving. A joint service from SAP and VMware helps 
in transition to a more open and flexible private cloud platform based on 
proven virtualization technology.

11.8 Salesforce

Salesforce.com is a cloud computing and social enterprise SaaS provider 
based in San Francisco. Of its cloud platforms and applications, the com-
pany is best known for its Salesforce CRM product, which is composed 
of Sales Cloud, Service Cloud, Marketing Cloud, Force.com, Chatter, and 
Work.com. In addition to its products and platforms, Salesforce.com created 
AppExchange, a custom application building and sharing platform. The 
company also has consulting, deployment, and training services.

11.8.1 Sales Cloud

Sales Cloud refers to the sales module in Salesforce.com. It includes Leads, 
Accounts, Contacts, Contracts, Opportunities, Products, Pricebooks, Quotes, 
and Campaigns (limits apply). It includes features such as web-to-lead to 
support online lead capture, with autoresponse rules. It is designed to be a 
start-to-end setup for the entire sales process. Sales Cloud manages contact 
information and integrates social media and real-time customer collabora-
tion through Chatter. The Sales Cloud gives a platform to connect with cus-
tomers from complete, up-to-date account information to social insights, all 
in one place and available anytime, anywhere. Everything is automatically 
pushed in real time, from contact information to deal updates and discount 
approvals.

Salesforce.com created the Sales Cloud to be as easy to use as a consumer 
website like Amazon and built it in the cloud to eliminate the risk and 
expense associated with traditional software. With its open architecture 
and automatic updates, the Sales Cloud does away with the hidden costs and 
drawn-out implementations of traditional CRM software. By continuing to 
innovate and embrace technologies like mobile, collaboration, and social 
intelligence, the Sales Cloud has continued to pull ahead of the competition.

11.8.2 Service Cloud: Knowledge as a Service

Service Cloud refers to the service (as in customer service) module in Salesforce.
com. It includes Accounts, Contacts, Cases, and Solutions. It also encom-
passes features such as the public knowledge base, web-to-case, call  center, 
and self-service portal, as well as customer service automation. Service Cloud 
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includes a call center–like case tracking feature and a social networking 
plug-in for conversation and analytics.

The Service Cloud delivers the world’s first enterprise-grade knowledge 
base to run entirely on an advanced, multitenant cloud platform. That means 
one can get all the cloud computing benefits that Salesforce.com is known for 
delivering without expensive data centers or software. Just powerful knowl-
edge management, without the hassle of on-premises software, is provided. 
Unlike stand-alone applications, this knowledge base is fully integrated with 
everything else. Service Cloud has to offer all the tools one needs to run the 
entire service operation. When the consumer’s knowledge base is a core part 
of CRM solution, knowledge as a process can be managed. One can con-
tinually create, review, deliver, analyze, and improve the knowledge. And, 
because it is delivered by the Service Cloud, user’s knowledge is available 
wherever other customers need it. Agents have the right answers at their fin-
gertips to communicate over the phone, send out through an e-mail, or share 
via a chat client. The same knowledge base serves up answers to the service 
website is a part of company’s public site. If one wants to take advantage of 
social channels like Twitter or Facebook, one can easily share knowledge that 
is tapped into the wisdom of the crowd to capture new ideas or answers. All 
this is done securely.

The Service Cloud gives the tools that are needed to manage knowledge at 
enterprise scale. But it also delivers the same great ease of use that Salesforce.
com is known for. That means user will benefit no matter what size or how 
complex the business is.

11.9 Rackspace

Rackspace Cloud, a part of Rackspace, is another player in the cloud comput-
ing market. Offering IaaS to clients, it has been used by a large number of 
enterprises. Rackspace Cloud offers three cloud computing solutions—Cloud 
Servers, Cloud Files, and Cloud Sites. Cloud Servers provide computational 
power on demand in minutes; Cloud Sites are for robust and scalable web 
hosting, and Cloud Files are for elastic online file storage and content delivery.

Cloud Servers is an implementation of IaaS where the computing capac-
ity is provided as virtual machines that run in the Cloud Servers systems. 
The virtual machine instances are configured with different amounts of 
capacities. The instances come in different flavors and images. A flavor is an 
available hardware configuration for a server. Each flavor has a unique com-
bination of disk space, memory capacity, and priority for CPU time. A varied 
set of instances are available for the user to choose from.

These virtual machines are instantiated using images. An image is a collec-
tion of files used to create or rebuild a server. A variety of prebuilt operating 
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system images are provided by Rackspace Cloud (64-bit Linux distributions—
Ubuntu, Debian, Gentoo, CentOS, Fedora, Arch, and Red Hat Enterprise Linux) 
or Windows Images (Windows Server 2008 and Windows Server 2003). These 
images can be customized to the user’s choice to create custom images.

The Cloud Servers systems are virtualized using the Xen Hypervisor for 
Linux and Xen Server for Windows. The virtual machines that are generated 
come in different sizes and measured based on the amount of physical memory 
reserved. Currently, the physical memory can vary from 256 MB to 15.5 GB. In 
the event of availability of extra CPU power, Rackspace Cloud claims to pro-
vide extra processing power to the running workloads, free of cost.

Backup schedules can be created to define when to create server images. 
This is a useful feature, which enables the user to continue work in the event 
of failures by using the backup images. Custom images are helpful in creating 
backup schedules. A type of images, referred to as gold server images, can be 
produced if the servers of that configuration are to be instantiated frequently.

Cloud Servers can be run through the Rackspace Cloud Control Panel (GUI) 
or programmatically via the Cloud Server API using a RESTful interface. The 
control panel provides billing and reporting functions and provides access to 
support materials including developer resources, a knowledge base, forums, 
and live chat. The Cloud Servers API was open sourced under the Creative 
Commons Attribution 3.0 license. Language bindings via high-level languages 
like C++, Java, Python, or Ruby that adhere to the Rackspace specification will be 
considered as Rackspace-approved bindings. The virtual machine instances are 
authenticated in the API by a token-based protocol that uses the HTTP x-Header. 
Private/public keys are used to ensure Secured Shell Access.

Cloud Servers scale automatically to balance load. This process is auto-
mated and initiated from either the Rackspace Cloud Control Panel or 
the Cloud Server API. The amount to scale is specified; the Cloud Server 
is momentarily taken offline; the RAM, disk space, and CPU allotment are 
adjusted; and the server is restarted. A Cloud Server can be made to act as a 
load balancer using simple readily available packages from any of the distri-
bution repositories. Rackspace Cloud is working on beta version of the Cloud 
Load Balancing product, which provides a complete load balancing solution.

Cloud Servers are provided persistent storage through RAID10 disk stor-
age; thus, data persistency is enabled leading to better functioning.

11.10 VMware

VMware, a leader in virtualization technology, has come up with enterprise 
cloud computing solutions. Having been a dominating player in the virtual-
ization domain, VMware is currently providing a range of products for the 
development of private and public clouds and for leveraging the services 
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offered by both as a hybrid cloud, such as VMware vCloud Director, VMware 
vCloud Datacenter Services, VMware vSphere, and VMware vShield to name 
a few.

Private clouds enable the better usage and management of internal IT infra-
structure than the traditional methods. Greater operational efficiency, secure, 
fault-tolerant, well-managed computing environments can be modeled and 
operated. VMware’s private cloud offering provides greater standardiza-
tion, rapid provisioning, and self-service for all applications and unparal-
leled cost savings by consolidating their physical infrastructures. VMware’s 
modular technology enables the user to select from a variety of hardware, 
software, and certified service providers to result in efficient cloud comput-
ing. Thus, the family of products offered by VMware promotes compatibility 
and retains the choice of freedom for the users to obtain desired services.

Private clouds can be created by using the VMware vSphere and VMware 
vCloud Director. VMware vSphere is a robust virtualization platform used 
to transform IT infrastructures into virtual storage, compute, and network 
resources and provide them as a service within the organization. VMware 
vSphere provides services at both the infrastructure and application levels. 
At the infrastructure level, it provides options to perform efficient opera-
tion and management of the compute, storage, and network resources. 
At the application level, service-level controls are provided for the applica-
tions running on the underlying infrastructures, leading to available, secure, 
and scalable applications.

The VMware vCloud Director, coupled with VMware vSphere, is a soft-
ware solution that enables enterprises to build secure, multitenant private 
clouds by pooling infrastructure resources into virtual datacenters and 
exposing them to users through web-based portals and programmatic inter-
faces as fully automated, catalog-based services. VMware vCloud Director 
abstracts the virtual computing environment from the underlying resources 
and provides a multitenant architecture that features isolated virtual 
resources, independent LDAP authentication, specific policy controls, and 
unique catalogs. VMware vShield technologies are used to provide security 
to these environments by using services like perimeter protection, port-level 
firewall, NAT and DHCP services, site-to-site VPN, network isolation, and 
web load balancing. The VMware vCloud Director allows users to catalog 
infrastructure and application services of the desired configurations and 
deploy and consume them as needed. Interactions with the virtual data cen-
ters or the catalogs are through a user-friendly web portal or the vCloud API. 
The vCloud API is an open, REST-based API that provides scripted access, 
complying with the open virtualization format (OVF). The API can be used 
along with VMware vCenter Orchestrator to automate and orchestrate oper-
ational processes like routine tasks, activities, and workflows.

Public and hybrid cloud solutions are provided by VMware by partner-
ing with other companies, certified as service providers. VMware vCloud 
Datacenter Services and VMware vCloud Express offer efficient solutions for 
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utilizing IaaS either as a public cloud or a hybrid cloud. vCloud Datacenter 
Services provides a scalable environment, where internal resources are aug-
mented with the external resources. vCloud Datacenter Services are built 
on the same technology and foundations as VMware vCloud Director and 
VMware vSphere to enable interoperability between cloud environments. 
Thus, the user is free to burst his private cloud into public cloud of his pre-
ferred service provider.

vCloud Express is an IaaS offering delivered by leading VMware service 
provider partners. It is a cobranded service that provides reliable, on-demand, 
pay-as-you-go infrastructure. The VMware vCloud Express providers are 
Virtacore vCloud Express, Hosting.com, Melbourne IT, and Terremark’s 
vCloud Express. Instance types, load balancing, storage options, and pricing 
vary between service providers.

11.11 Manjrasoft

Manjrasoft is one of the nonmajor providers of cloud services. But it has come 
up with a platform called Aneka that provides a set of services that help the 
development of applications in an easier way. Manjrasoft develops market-
oriented cloud computing platforms that allow one to build, accelerate, and 
manage the applications ultimately saving one’s time and money, leading to 
enhanced business productivity and profit.

11.11.1 Aneka Platform

Aneka provides a set of services that make enterprise cloud construction and 
development of applications as easy as possible without sacrificing flexibil-
ity, scalability, reliability, and extensibility.

Figure 11.5 gives an overview of the Aneka platform. The key features sup-
ported by Aneka are as follows:

 1. A configurable and flexible execution platform (container) enabling plug-
gable services and security implementations. Multiple authentication/
authorization mechanisms such as role-based security and Windows 
domain–based authentication are considered for this purpose.

 2. Multiple persistence options including Relational Database Manage-
ment System (RDBMS), Structured Query Language (SQL) Express, 
MySQL, and flat files.

 3. Software development kit (SDK) supporting multiple programming 
models including object-oriented thread model, task model for legacy 
applications, and MapReduce model for data-intensive applications.

 4. Custom tools such as Design Explorer for parameter sweep studies.
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 5. Easy to use management tool for SLA and Quality of Service (QoS) 
negotiation and dynamic resource allocation.

 6. Supports deployment of applications on private or public clouds in 
addition to their seamless integration.

Aneka allows servers and desktop PCs to be linked together to form a very 
powerful computing infrastructure. This allows companies to become 
energy efficient and save money without investing in a number of computers 
to run their complex applications.

Each Aneka node consists of a configurable container that includes infor-
mation and indexing, scheduling, execution, and storage services. Aneka 
supports multiple programming models, security, persistence, and commu-
nications protocols.
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FIGURE 11.5
Overview of the Aneka platform. (Adapted from http://www.manjrasoft.com/aneka_ 
architecture.html, accessed January 8, 2013.)
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11.12 Summary

In this chapter, we have discussed about various companies that support 
cloud computing by providing tools and technologies to adapt to the cloud 
environment. Each section briefly describes the cloud features supported in 
these companies. Few of the services like Google Docs and Google Cloud 
Print are free, whereas that of AWS, Microsoft, etc., are proprietary. Based 
on the specific requirements, the user has to make a trade-off between open 
source and closed source tools/services. An attempt has been made to list 
the tools/services offered by each company in Table 11.1.

Though there are a number of companies, we have chosen few compa-
nies that have progressed a lot in this area. Table 11.2 gives the information 
about few providers and the prices on a per hour basis along with the service 

TABLE 11.1

Tools and Services Offered by Companies 

Company Name Tools/Services 

EMC Captiva Cloud toolkit
Google Google App Engine, Google Docs, Google Cloud Connect

Google Cloud Print
Amazon Amazon EC2, Amazon S3, Amazon SQS
Microsoft Microsoft Assessment and Planning Toolkit, Windows Azure

Sharepoint
IBM IBM Smart Cloud
Salesforce Sales Cloud, Service Cloud
SAP LABS SAP HANA Cloud
VMware vCloud
Manjrasoft Aneka Platform
Red Hat OpenShift Enterprise, OpenShift Origin
Gigaspaces Cloudify

TABLE 11.2

Details of Cloud Service Providers

Provider Name Service Model Deployment Model 
Server Operating 

System 

Amazon Web Services IaaS Public Widows, Linux
Google App Engine PaaS Public Windows
Windows Azure IaaS Public Widows, Linux
IBM Cloud IaaS Private, hybrid Widows, Linux
Salesforce Platform PaaS Public Widows, Linux
Rackspace IaaS Public, private, hybrid Widows, Linux
SAP HANA Cloud PaaS Public Linux
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model and deployment model offered by that system. Further details regard-
ing the companies can be seen in the references section.

Review Points

• MDW: It is an entry point in the Captiva Cloud toolkit. This module 
helps to import documents from specified folders/repository (see 
Section 11.2.2).

• REST: It is an architectural style in a distributed system. Google Cloud 
Storage is a RESTful online storage web service (see Section 11.3.2).

• AMI: It is a special type of virtual appliance that is used to create a 
virtual machine in Amazon EC2 (see Section 11.4.1).

• RRS: It is a new storage solution by Amazon S3 that enables cost-
effective storage of noncritical data by reducing the redundancy. 
This feature provides a better solution in the case of storage for data 
analytics in Amazon SQS (see Section 11.4.2).

• MAT: It is a tool provided by Microsoft Azure that addresses 
migration considerations including app server, database, integra-
tion, security, and instrumentation for different platforms (see 
Section 11.5.1).

Review Questions

 1. What do you mean by cloud service provider? Which are the major 
cloud service providers?

 2. List the tools/services provided by Microsoft and explain them in brief.
 3. What is Google Cloud Print? What are its advantages?
 4. Explain SAP HANA Cloud in brief.
 5. What are the services offered by EMC IT? Explain.
 6. Explain the services provided by IBM SmartCloud.
 7. What are the support services offered by Amazon Web Services? 

Explain.
 8. What do you mean by Knowledge as a Service? Which company pro-

vides this service? Explain.
 9. Explain the features of Aneka.
 10. What is vCloud? Explain in brief.
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12
Open Source Support for Cloud

Learning Objectives

The main objective of this chapter is to provide an overview of open source 
support for cloud computing. After reading this chapter, you will

• Understand the difference between open source and closed source 
tools

• Know the advantages of open source tools over closed source
• Understand the different open source tools for Infrastructure as a 

Service (IaaS), Platform as a Service (PaaS), Software as a Service 
(SaaS), etc.

• Know the available architecture of tools
• Understand the features supported by tools

Preamble

This chapter provides an overview of different open source tools sup-
porting cloud computing. We begin with an introduction to open source 
tools and their advantages over closed source tools. Subsequent sections 
provide a brief overview of tools provided for IaaS, PaaS, and SaaS, simu-
lators for research, and distributed computing for managing distributed 
systems. Subsections in each of these sections explain the architecture and 
features of the tools. We focus on giving a brief idea about the different 
tools available as open source. After the end of this chapter, the reader can 
gain knowledge about the various tools and make appropriate decisions 
for selecting them.
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12.1 Introduction

Cloud computing is one of the most popular technologies nowadays. 
According to the National Institute of Standards and Technology (NIST), 
cloud computing is an on-demand, rapid-service provisioning model over 
the Internet in the form of compute, network, storage, and application with 
minimal management effort. The characteristics of cloud computing are on-
demand self-service, broad network access, resource pooling, rapid  elasticity, 
and measured services. In order to support cloud computing, various tools 
are freely available and there are proprietary softwares. Open source sup-
port for cloud computing is a major developmental step for the rapid growth 
of cloud technology.

12.1.1 Open Source in Cloud Computing: An Overview

Open source refers to a program or software in which the source code (the 
form of the program when a programmer writes a program in a particu-
lar programming language) is available to the general public for use and/
or modification from its original design is free of charge. Open source code 
is typically created as a collaborative effort in which programmers improve 
upon the code and share the changes within the community. Open source 
is free whereas proprietary software is privately owned and controlled. 
In the computer industry, proprietary is considered as the opposite of open. 
A proprietary design or technique is one that is owned by a company. It also 
implies that the company has not divulged specifications that would allow 
other companies to duplicate the product.

In cloud computing environment, open source support has led to many 
innovations by providing various things as services, that is, X as a Service, 
where X can be Software, Platform, Infrastructure, etc.

12.1.2 Difference between Open Source and Closed Source

Some software has a source code that cannot be modified by anyone but the 
person, team, or organization that created it and maintains exclusive control 
over it. This kind of software is frequently called proprietary software or closed 
source software, because its source code is the property of its original authors, 
who are the only ones legally allowed to copy or modify it. Microsoft Word 
and Adobe Photoshop are examples of proprietary software. In order to use 
proprietary software, computer users must agree (usually by signing a license 
displayed the first time they run this software) that they will not do anything 
with the software that the software’s authors have not permitted explicitly.

Open source software is different. Its authors make its source code avail-
able to others who would like to view that code, copy it, learn from it, alter it, 
or share it. LibreOffice and the GNU Image Manipulation Program are 



301Open Source Support for Cloud

examples of open source software. As they do with proprietary software, 
users must accept the terms of a license when they use open source software, 
but the legal terms of open source licenses differ dramatically from those of 
proprietary licenses. Open source software licenses promote collaboration 
and sharing because they allow others to make modifications to source code 
and incorporate that code into their own projects. Some open source licenses 
ensure that anyone who alters and then shares a program with others must 
also share that program’s source code without charging a licensing fee for it. 
In other words, computer programmers can access, view, and modify open 
source software whenever they like as long as they let others do the same 
when they share their work. In fact, they could be violating the terms of some 
open source licenses if they do not do this.

12.1.3 Advantages of Having an Open Source

 1. Larger developer support: Open source is helpful to develop the plat-
form. It gives much larger support for developers and gives them a 
feeling of ownership as they can alter whatever they like.

 2. Customizable: In a closed source scenario, developers are given only 
options to change what the original developer chooses, whereas 
open source lets the developers have full control and customize the 
look feel.

 3. More secure: Open source is much more transparent than closed 
source. Anyone can look over the code. Having thousands of people 
reading through one’s code, bugs and vulnerabilities are located 
much quicker and submitted for fixing. It also lets the user know if 
the bug has been fixed as one can check the code after each release.

 4. Extended community support: As a product ages, the original devel-
oper might move on and stop developing, leaving the product to age 
with no new fixes or features, but if it is open, then usually the com-
munity takes over and continues working on it allowing the usable 
life of the product to be extended well beyond what the original 
developer intended.

12.2 Open Source Tools for IaaS

IaaS is a provision model in which an organization outsources the equip-
ment used to support operations, including storage, hardware, servers, and 
networking components. The service provider owns the equipment and is 
responsible for housing, running, and maintaining  it. The client typically 
pays on a per-use basis. The following subsections explain some of the open 
source tools available for providing IaaS in cloud computing.
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12.2.1 OpenNebula

OpenNebula is a flexible tool that orchestrates storage, network, and vir-
tualization technologies to enable the dynamic placement of services on 
distributed infrastructures. OpenNebula provides a modular architecture 
intended to be flexible. One of these modules is the scheduler, an interesting 
algorithm that places virtual machines (VMs) depending on their require-
ments. The client communication is also managed by modules that offer 
interfaces based on web services. It is perhaps the only open management 
platform that has invested into a tailorable VM placement algorithm. As 
such, it may provide a nice environment for those researchers seeking to 
compare and develop different resource allocation strategies. A limitation 
found with the OpenNebula is that, like XCP, their infrastructure assumes 
a classical cluster-like architecture with a front-end and without any 
redundant services. Figure 12.1 shows the infrastructure virtualization of 
OpenNebula.

OpenNebula is an open source management tool that helps virtualized data 
centers oversee private clouds, public clouds, and hybrid clouds. It combines 
existing virtualization technologies with advanced features for multitenancy, 
automated provisioning, and elasticity. A built-in virtual network manager 
maps virtual networks to physical networks. OpenNebula is vendor neutral, 
as well as platform agnostic and application programming interface (API) 
agnostic. It can use kernel-based virtual machine (KVM), Xen, or VMware 
hypervisor.

OpenNebula

Infrastructure layer
Physical infrastructure

Service layer

Cluster users HTTP clients

Virtual network

Cluster
front end Virtual workernodes

Web
server

FIGURE 12.1
Infrastructure virtualization in OpenNebula. (Adapted from http://blog.dsa-research.
org/?author=7&paged=2.)
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Some reasons why OpenNebula is mainly used are listed in the following:

 1. It is the most advanced and innovative enterprise-class functional-
ity for the management of virtualized data centers to build private, 
public, and hybrid clouds.

 2. OpenNebula is fully platform independent with broad support for 
commodity and enterprise-grade hypervisor, storage, and network-
ing resources, allowing to leverage existing IT infrastructure, pro-
tecting the investments, and avoiding vendor lock-in.

 3. It provides open, adaptable, and extensible architecture, interfaces, 
and components to build customized cloud service or product.

 4. It supports cloud interoperability and portability providing cloud 
consumers with choice across standards and most popular cloud 
interfaces.

 5. OpenNebula is not a feature- or performance-limited edition of an 
enterprise version, it is truly an open source code distributed under 
Apache license.

12.2.2 Eucalyptus

Eucalyptus implements IaaS-style private and hybrid clouds. The platform 
provides a single interface that lets users access computing infrastructure 
resources (machines, network, and storage) available in private clouds— 
implemented by Eucalyptus inside an organization’s existing data center—
and resources available externally in public cloud services. The software is 
designed with a modular and extensible web services–based architecture 
that enables Eucalyptus to export a variety of APIs toward users via client 
tools. Currently, Eucalyptus implements the industry-standard Amazon Web 
Services (AWS) API, which allows the interoperability of Eucalyptus with 
existing AWS services and tools. Eucalyptus provides its own set of command 
line tools called Euca2ools, which can be used internally to interact with 
Eucalyptus private cloud installations or externally to interact with public 
cloud offerings, including Amazon EC2. Figure 12.2 represents the architec-
ture of Eucalyptus Cloud. The main components in this are cluster control-
ler, cloud controller, node controller, walrus storage controller, and storage 
controller:

 1. Cluster controller (CC): It manages one or more node controllers and is 
responsible for deploying and managing instances on them. It com-
municates with node controller and cloud controller simultaneously. 
CC also manages the networking for running the instances under 
certain types of networking modes available in Eucalyptus.

 2. Cloud controller (CLC): It is the front end for the entire ecosystem. 
CLC provides an Amazon EC2/S3 compliant web services interface 
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to the client tools on one side and interacts with the rest of the com-
ponents of the Eucalyptus infrastructure on the other side.

 3. Node controller (NC): It is the basic component for nodes. It maintains 
the life cycle of the instances running on each nodes. It interacts 
with the OS, hypervisor, and the CC simultaneously.

 4. Walrus storage controller (WS3): It is a simple file storage system. WS3 
stores the machine images and snapshots. It also stores and serves 
files using S3 APIs.

 5. Storage controller (SC): It allows the creation of snapshots of volumes. 
It provides persistent block storage over AoE or iSCSI to the instances.

While working over Xen and KVM hypervisors, Eucalyptus provides an 
open source solution to manage the virtual infrastructure of a cloud. The 
use of interfaces based on web services is one of their key characteristics, 
allowing native integration with Amazon services. Moreover, the hierarchi-
cal architecture is designed to reduce human intervention.

12.2.3 OpenStack

OpenStack, a cloud-computing project, aims to provide IaaS. It is a global col-
laboration of developers and cloud computing technologists producing the 
ubiquitous open source cloud computing platform for building public and 
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Eucalyptus Cloud architecture. (Adapted from http://mdshaonimran.wordpress.com/2011/ 
11/26/eucalyptus-and-its-components/.)
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private clouds. It delivers solutions for all types of clouds by being simple 
to implement, massively scalable, and feature rich. The technology consists 
of a series of interrelated projects delivering various components for a cloud 
infrastructure solution.

The goals of the OpenStack initiative are to support interoperability 
between cloud services and allow businesses to build Amazon-like cloud 
services in their own data centers. OpenStack, which is freely available under 
the Apache 2.0 license, is often referred to in the media as the Linux of the 
Cloud and is compared to Eucalyptus and the Apache CloudStack projects.

Figure 12.3 shows the architecture and project relationships of OpenStack. 
There are seven core components of OpenStack: compute, object storage, 
identity, dashboard, block storage, network, and image service.

 1. Object storage allows user to store or retrieve files. The code name 
given for this is swift. The swift architecture is very distributed to 
prevent any single point of failure as well as to scale horizontally.

 2. Image provides a catalog and repository for virtual disk images. These 
disk images are mostly commonly used in OpenStack Compute. The 
code name given for this is glance. Glance serves a central role to 
the overall IaaS picture. It accepts API requests for images (or image 
metadata) from end users or nova components and can store its disk 
files in the object storage service, swift.

Dashboard

Provides
UI for

Provides
volumes

for

Provide
network

connectivity
for

Stores
images in

Stores disk
files in

Provides
UI for

Provides
UI for

Provides
Auth for

Provides
Auth for

Provides
Auth for

Provides
Auth for

Provides
Auth for

Provides
Auth for

Provides
UI for

Provides
UI for

Compute
Image

Object
storage

Network

Block
storage

Identity

FIGURE 12.3
OpenStack conceptual architecture. (Adapted from http://ken.pepple.info/openstack/2012/09/ 
25/openstack-folsom-architecture/.)
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 3. Compute provides virtual servers upon demand. The code name 
given for this is nova. Nova is the most complicated and distributed 
component of OpenStack. A large number of processes cooperate to 
turn end-user API requests into running VMs.

 4. Dashboard provides a modular web-based user interface (UI) for all 
the OpenStack services. The code name given for this is horizon.

 5. Identity provides authentication and authorization for all the 
OpenStack services. It also provides a service catalog of services 
within a particular OpenStack cloud. The code name given for 
this is keystone. Keystone provides a single point of integration for 
OpenStack policy, catalog, token, and authentication.

 6. Network provides a network connectivity as a service between interface 
devices managed by other OpenStack services (most likely nova). 
The service works by allowing users to create their own networks 
and then attach interfaces to them. The code name given for this is 
neutron. Neutron interacts mainly with nova, where it provides net-
works and connectivity for its instances.

 7. Block storage provides persistent block storage to guest VMs. The 
code name given for this is cinder. Cinder separates out the persistent 
block storage functionality that was previously part of OpenStack 
compute (in the form of nova volume) into its own service.

12.2.4 Apache CloudStack

Apache CloudStack is an open source software designed to deploy and 
manage large networks of VMs, as a highly available, highly scalable IaaS 
cloud computing platform. CloudStack is used by a number of service pro-
viders to offer public cloud services and by many companies to provide an 
on- premises (private) cloud offering, or as part of a hybrid cloud solution. 
CloudStack is a better solution that includes almost all the features that most 
organizations expect from an IaaS cloud. It can be listed as follows:

• Compute orchestration
• Network as a Service
• User and account management
• Full and open native API
• Resource accounting
• UI

12.2.5 Nimbus

Nimbus is a very good open source for IaaS work in administration of a vir-
tual network. It is supported by Secure Shell (SSH) into all compute nodes. 
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Cloud computing performances depend on different parameters such as the 
CPU speed, the amount of memory, network, and hard drive speed. In a 
virtual environment, the hardware is shared between VMs. The features of 
Nimbus are as follows:

• Data center operators can easily build cloud services within their 
existing infrastructure to offer on-demand, elastic cloud services.

• It is an open source IaaS software platform that enables users to 
build, manage, and deploy compute cloud environments.

12.2.6 GoGrid Cloud

GoGrid Cloud is a cloud hosting service that enables automated provisioning 
of virtual and hardware infrastructures over the Internet. It is an IaaS pro-
vider offering virtual and physical servers, storage, networking, load balanc-
ing, and security in real time and in multiple data centers. These services are 
accessed and operated using standard network protocols and IP addresses 
over the Internet. GoGrid Cloud also provides hybrid hosting, where virtual 
and physical servers can be provisioned on the same network. Virtual serv-
ers can be created from a variety of server images and server sizes, based on 
RAM allocations. These images come in different sizes—from 0.5 to 16 Gb 
of RAM. GoGrid Cloud provides standard Windows and Linux operating 
systems as images, with root/administrator access. Custom images can also 
be created using the GoGrid MyGSI, an easy and semiautomated process 
for creating, editing, saving, and deploying a GoGrid server image (GSI). 
GoGrid has also partnered with various companies, which has created a full 
suite of server images created and maintained by our partner community. 
These images come bundled with popular software and applications, pro-
viding solutions like disaster recovery, backup solutions, and cloud server 
security. Similar to Amazon EC2, GoGrid also provides the ability of plac-
ing virtual servers in multiple geographic locations or multiple data centers, 
making failover or disaster recovery possible.

Interaction with the GoGrid infrastructure is through GoGrid portal or 
GoGrid API. GoGrid portal is a web-based graphical user interface (GUI) 
that allows users to provision or order cloud (virtual) and dedicated (physi-
cal) servers, F5 hardware load balancing, cloud storage, content delivery 
networks, and custom server images in real time. The GoGrid API is a rep-
resentational state transfer (REST)–like query interface. Communication is 
based on the HTTP request methods like GET or POST. The open source API 
supports Java, PHP, Python, Ruby, C#, and even shell scripting languages 
such as bash. Cloud management can be performed by using partner GSIs to 
ensure full control of the cloud. Scalability, security, portability, management, 
and control are core services provided by the partner GSIs.

Load balancing to handle application traffic spike is enabled by fully inte-
grated and redundant f5 load balancers, which can be provisioned from the 
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web portal or API. Application downtime is prevented by spreading traffic 
among multiple servers. Failover reliability is provided by the f5 load balanc-
ers by redirecting existing traffic to online servers in the event of unavail-
ability of a particular server. These f5 load balancers enable rapid scaling to 
handle drastic increase in traffic and maintain application traffic.

Storage is provided through GoGrid Cloud Storage, an instantly scalable 
and reliable file-level backup service for Windows and Linux cloud servers 
running in the cloud. These servers mount the storage volumes via a secure 
private network and use common protocols to transfer data. GoGrid Cloud 
Storage supports SCP, FTP, SAMBA/CIFS, and RSYNC. GoGrid Cloud pro-
vides security solutions in the form of hardware firewalls. Virtual private 
network (VPN) tunnels are used to provide secure administrative access to 
cloud servers, thus protecting them from externals threats.

12.3 Open Source Tools for PaaS

PaaS is a category of cloud computing services that provides a computing plat-
form for development of applications. PaaS offerings facilitate the deployment 
of applications without the cost and complexity of buying and managing the 
underlying hardware and software and provisioning hosting capabilities. It may 
also include facilities for application design, development, testing, and deploy-
ment. It also offers services such as web service integration, security, database 
integration, and storage. The following subsections give an overview of some of 
the open source tools that provide PaaS.

12.3.1 Paasmaker

Paasmaker is an open source PaaS. It provides full visibility to the users. Actions 
are broken down into trees that can be monitored all the time. It supports por-
tability by offering interfaces for several common languages like PHP, Ruby, 
Python, and Node.js. Local development is made as one can run apps from a 
local directory. Plug-in-based architecture is very much suitable for extend-
ing the plug-ins. Paasmaker allows customization via plug-ins to easily extend 
the system in certain manners to offer additional services or runtimes. It is 
designed for the clusters. Paasmaker distributes work to multiple machines 
and monitors them. If a  deployment fails, it is routed around automatically. If a 
controller node fails, the rest of the cluster stays up till it comes back.

12.3.2 Red Hat OpenShift Origin

OpenShift Origin is the open source upstream of OpenShift, the next- 
generation application hosting platform developed by Red Hat. This is also  
known as Red Hat’s PaaS, OpenShift takes care of infrastructure, middle-
ware, and management. OpenShift Origin includes support for a wide 
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variety of language runtimes and data layers including Java EE6, Ruby, PHP, 
Python, Perl, MongoDB, MySQL, and PostgreSQL.

OpenShift Origin platform has two basic function units: broker and node 
servers. Communication between these units is through message queuing ser-
vice. The broker is the single point of contact for all application management 
activities. It is responsible for managing user logins, dynamic shutdown (DNS), 
application state, and general orchestration of the applications. Customers do 
not contact the broker directly; instead, they use the web console, command 
line interface (CLI) tools, or the JBoss Tools integrated development environ-
ment (IDE) to interact with the broker over a REST-based API. The node serv-
ers host the built-in cartridges that will be made available to users and the gears 
where user applications will actually be stored and served. MCollective client 
running on each node is responsible for receiving and performing the actions 
requested by the broker. OpenShift Origin supports several built-in cartridges 
based on the most popular app development languages and databases. In order 
for these to work, the underlying technology must be installed on every node 
server in an Origin system. A gear represents the slice of the node’s CPU, RAM, 
and base storage that is made available to each application. OpenShift Origin 
supports multiple gear configurations, enabling users to choose from the vari-
ous gear sizes at application setup time. When an application is created, the 
broker instructs a node server to create a new gear to contain it. Whenever a 
new gear is created on a node server, CPU and RAM shares are allocated for it 
and a directory structure is created.

12.3.3 Xen Cloud Platform

The Xen Cloud Platform (XCP) manages storage, VMs, and the network in a 
cloud. XCP does not provide the overall cloud architecture but rather focuses 
on configuration and maintenance of clouds. It also enables external tools, 
including Eucalyptus and OpenNebula, to better leverage the Xen hypervi-
sor. XCP is an open source infrastructure manager tool for clouds that does 
not provide the overall architecture for cloud computing since it does not 
provide interfaces to end users to interact with the cloud. However, XCP pro-
vides a useful environment for administrators and an API for developers of 
cloud management systems.

12.3.4 Cloudify

Cloudify is an open source private PaaS from GigaSpaces Technology, 
Inc. that allows user to deploy, manage, and scale the application. It is a 
software runtime lifecycle management system for cloud-hosted services. 
It manages in an automated fashion:

• The provisioning of cloud infrastructure
• The installation and configuration of services on that infrastructure
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• Monitors those services for health and parameters. Respond to 
 service-level agreement (SLA) violations

• The uninstallation of service software and deprovisioning of cloud 
infrastructure

• Provide customized ways to interact with the running system that 
hide its cloudy deployment

Cloudify is designed to bring any app to any cloud-enabling enterprises, 
independent software vendors (ISVs), and managed service providers alike to 
quickly benefit from the cloud automation and elasticity organizations today 
need. Cloudify helps user to maximize application onboarding and automation 
by externally orchestrating the application deployment and runtime. Cloudify’s 
DevOps approach treats infrastructure as code, enabling the user to describe 
deployment and postdeployment steps for any application through an external 
blueprint (aka, a recipe, which can then be taken from cloud to cloud, unchanged), 
that is, Cloudify supports portability. Cloudify provides web UI, CLI, and REST 
API for faster deploying, managing, and configuring the application.

12.4 Open Source Tools for SaaS

SaaS is a software distribution model in which applications are hosted by a 
vendor or service provider and made available to customers over a network, 
typically the Internet. SaaS is becoming an increasingly prevalent delivery 
model as underlying technologies that support web services and mature ser-
vice-oriented architecture (SOA) and new developmental approaches, such 
as Ajax, become popular. The following subsections briefly explain some of 
the open source tools for SaaS.

12.4.1 Apache VCL

VCL stands for virtual computing lab. Apache VCL is an open source solution 
for the remote access over the Internet to dynamically provision and reserve 
computational resources for diverse applications, acting as SaaS solution.

VCL has a simple architecture with four main components: web portal, 
database, management node, and compute node. Figure 12.4 shows the 
architecture of VCL.

Web server represents the VCL portal and uses Linux/Apache/PHP solu-
tion. This portal provides a UI that enable the requesting and management 
of VCL resources.

Database server stores information about VCL reservations, access controls, 
and machine and environment inventory. It uses Linux/SQL solution.
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Management node is the processing engine. A management node controls 
a subset of VCL resources, which may be physical blade servers, traditional 
rack, or VMs. It uses Linux/VCLD (perl)/image library solution. VCLD is 
a middleware responsible to process reservations or jobs assigned by the 
VCL web portal. According to the type of environment requested, VCLD 
should assure that service (computational environment) will be available 
to user.

Compute nodes include physical servers, VMs, computing lab machines as 
well as cloud compute resource.

Conceptual overview of Apache VCL is given in Figure 12.5. Remote users 
connect to the VCL Scheduling Application (the web VCL portal) and request 
access to a desired application environment. The application environment 
consists of an operating system and a suite of applications. The computer 
types are machine room blade servers, VMware VMs, and stand-alone 
machines.

12.4.2 Google Drive

Google Drive is a file storage and synchronization service provided by Google 
that enables user cloud storage, file sharing, and collaborative editing. Files 
shared publicly on Google Drive can be searched with web search engines.
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Architecture of VCL. (Adapted from http://vcl.apache.org/info/architecture.html.)
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Google Drive lets the user store and access files anywhere—on the web, on 
the hard drive, or on the go. It works as follows:

• Go to Google Drive on the web at drive.google.com.
• Install Google Drive on the computer or mobile device.
• Store files in Google Drive. It is available on the device from which 

it is accessed.

After doing so, user will be able to access files from anywhere he or she 
wants to. If a file is changed on the web, by using a computer, or a mobile 
device, it is updated on every device where Google Drive is installed.

12.4.3 Google Docs

Another SaaS offering by Google is Google Docs. It is one of the many cloud 
computing document-sharing services. The majority of document-sharing 
services require user fees, whereas Google Docs is free. Its popularity among 
businesses is growing due to its enhanced sharing features and accessibility. 
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FIGURE 12.5
Apache VCL conceptual overview. (Adapted from https://cwiki.apache.org/confluence/
display/VCL/Apache+VCL.)
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In addition, Google Docs has enjoyed a rapid rise in popularity among stu-
dents and educational institutions.

Google Cloud Connect is a plug-in for Microsoft Office 2003, 2007, and 2010 
on Windows that can automatically store and synchronize any Microsoft 
Word document, PowerPoint presentation, or Excel spreadsheet to Google 
Docs in Google Docs or Microsoft Office formats. The Google Doc copy is 
automatically updated each time the Microsoft Office document is saved. 
Microsoft Office documents can be edited offline and synchronized later 
when online. Google Cloud Sync maintains previous Microsoft Office docu-
ment versions and allows multiple users to collaborate by working on the 
same document at the same time.

Google Spreadsheets and Google Sites also incorporate Google Apps 
Script to write code within documents in a similar way to Visual Basic for 
Applications (VBA) in Microsoft Office. The scripts can be activated either by 
user action or by a trigger in response to an event.

Google Forms and Google Drawings have been added to the Google Docs 
suite. Google Forms is a tool that allows users to collect information via a 
personalized survey or quiz. The information is then collected and auto-
matically connected to a spreadsheet with the same name. The spreadsheet 
is populated with the survey and quiz responses.

Google Drawings allows users to collaborate creating, sharing, and editing 
images or drawings. Google Drawings contains a subset of the features in 
Google Presentation (Google Slides) but with different templates.

12.4.4 Dropbox

Dropbox is a file hosting service operated by Dropbox, Inc. that offers cloud 
storage, file synchronization, and client software. Dropbox allows users to 
create a special folder on each of their computers, which Dropbox then syn-
chronizes so that it appears to be the same folder (with the same contents) 
regardless of which computer is used to view it. Files placed in this folder 
also are accessible through a website and mobile phone applications.

Dropbox provides client software for Microsoft Windows, Mac OS X, 
Linux, Android, iOS, BlackBerry OS, and web browsers, as well as unofficial 
ports to Symbian, Windows Phone, and MeeGo.

Both the Dropbox server and desktop client software are primarily written 
in Python. The desktop client uses GUI toolkits such as wxWidgets and Cocoa. 
Other notable Python libraries include Twisted, ctypes, and pywin32. Dropbox 
ships and depends on the librsync binary-delta library (which is written in C).

The Dropbox client enables users to drop any file into a designated folder 
that is then synchronized with Dropbox’s Internet service and to any other 
of the user’s computers and devices with the Dropbox client. Users may also 
upload files manually through a web browser.

Dropbox client supports synchronization and sharing along with personal 
storage. It supports revision history, so files deleted from the Dropbox folder 
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may be recovered from any of the synced computers. Dropbox supports mul-
tiuser version control, enabling several users to edit and repost files without 
overwriting versions. The version history is by default kept for 30 days, with 
an unlimited version called Pack-Rat available for purchase.

Dropbox also provides a technology called LAN sync, which allows com-
puters on a local area network to securely download files locally from each 
other instead of always hitting the central servers.

12.5 Open Source Tools for Research

The recent efforts to design and develop cloud technologies focus on defin-
ing novel methods, policies, and mechanisms for efficiently managing 
cloud infrastructures. To test these newly developed methods and policies, 
researchers need tools particularly simulators that allow them to evaluate 
the hypothesis prior to real deployment in an environment where one can 
reproduce tests. Simulation-based approaches in evaluating cloud comput-
ing systems and application behaviors offer significant benefits, as they allow 
cloud developers (i) to test performance of their provisioning and service 
delivery policies in a repeatable and controllable environment free of cost, 
and (ii) to tune the performance bottlenecks before real-world deployment 
on commercial clouds. Some of the tools that can be used for research work 
are explained in the following subsections.

12.5.1 CloudSim

CloudSim is a toolkit designed for creating a simulation environment for 
working in cloud. As a completely customizable tool, it allows extension 
and definition of policies in all the components of the software stack, which 
makes it suitable as a research tool that can handle the complexities arising 
from simulated environments.

Figure 12.6 shows the layered architecture of CloudSim. It explains the dif-
ferent layers involving UI, cloud services, and resources. Mapping of user code 
to the simulation environment is clearly shown in the layered architecture.

12.5.2 SimMapReduce

SimMapReduce is a simulator designed to be a flexible toolkit and is convenient 
to inherit or be inherited by other packages. SimMapReduce makes an effort 
to model a vivid MapReduce environment, considering some special features 
such as data locality and dependence between map and reduce, and it provides 
essential entity services that can be predefined in XML format. Furthermore, by 
using this simulator, modelers can realize multilayer scheduling algorithms on 
user level, job level, or task level by easily extending preserved classes.
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SimMapReduce is very useful for analyzing MapReduce programs in 
the simulation environment. Figure 12.7 gives the architectural diagram of 
SimMapReduce. It explains the mapping of user code with the simulation 
environment.

12.5.3 Cloud Analyst

Cloud Analyst is a CloudSim-based tool developed at the University of 
Melbourne whose goal is to support evaluation of social network tools 
according to geographic distribution of users and data centers. In this tool, 
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communities of users and data centers supporting the social networks are 
characterized based on their location; parameters such as user experience 
while using the social network application and load on the data center are 
obtained/logged. Figure 12.8 shows the architecture of the Cloud Analyst tool.

12.5.4 GreenCloud

GreenCloud is a sophisticated packet-level simulator for energy-aware 
cloud computing data centers with a focus on cloud communications. It 
offers a detailed fine-grained modeling of the energy consumed by the data 
center IT equipment, such as computing servers, network switches, and 
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communication links. GreenCloud can be used to develop novel solutions in 
monitoring, resource allocation, workload scheduling, as well as optimiza-
tion of communication protocols and network infrastructures. It can simu-
late existing data centers, guide capacity extension decisions, as well as help 
design future data center facilities.

GreenCloud, released under the General Public License Agreement, is 
an extension of the well-known NS2 network simulator. About 80% of the 
GreenCloud code is implemented in C++, while the remaining 20% is in the 
form of tool command language (TCL) scripts.

Figure 12.9 shows the architecture of the GreenCloud simulator. It presents 
the structure of the GreenCloud extension mapped onto the three-tier data 
center architecture.
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12.6  Distributed Computing Tools for 
Management of Distributed Systems

A distributed computer system consists of multiple software components that 
are on multiple computers, but run as a single system. The computers that are 
in a distributed system can be physically close together and connected by a 
local network, or they can be geographically distant and connected by a wide 
area network. A distributed system can consist of any number of possible 
configurations, such as mainframes, personal computers, workstations, and 
minicomputers. The goal of distributed computing is to make such a net-
work work as a single computer. The following subsections briefly explain 
some of the open source tools available for distributed computing.

12.6.1 Cassandra

Apache Cassandra is an open source–distributed database management 
system designed to handle large amounts of data across many commod-
ity servers, providing high availability with no single point of failure. 
Cassandra offers robust support for clusters spanning multiple data cen-
ters, with asynchronous masterless replication allowing low-latency opera-
tions for all clients.

Cassandra also places a high value on performance. Cassandra’s data 
model is a partitioned row store with tunable consistency. Rows are orga-
nized into tables; the first component of a table’s primary key is the partition 
key; within a partition, rows are clustered by the remaining columns of the 
key. Other columns may be indexed separately from the primary key.

The Apache Cassandra database is the right choice when one needs scal-
ability and high availability without compromising performance. Linear 
scalability and proven fault tolerance on commodity hardware or cloud infra-
structure make it the perfect platform for mission-critical data. Cassandra’s 
support for replicating across multiple data centers is the best in class, pro-
viding lower latency for the users, and tables may be created, dropped, and 
altered at runtime without blocking updates and queries. Cassandra does not 
support joins or subqueries, except for batch analysis via Hadoop. Rather, 
Cassandra emphasizes denormalization through features like collections.

12.6.2 Hadoop

The Apache Hadoop software library is a framework that allows for the distrib-
uted processing of large datasets across clusters of computers using simple pro-
gramming models. It is designed to scale up from single servers to thousands of 
machines, each offering local computation and storage. Rather than relying on 
hardware to deliver high availability, the library itself is designed to detect and 
handle failures at the application layer, so delivering a highly available service 
on top of a cluster of computers, each of which may be prone to failures.
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The Apache Hadoop framework is composed of the following modules:

• Hadoop common: It contains libraries and utilities needed by other 
Hadoop modules.

• Hadoop distributed file system (HDFS): It is a distributed file system 
that stores data on the commodity machines, providing very high-
aggregate bandwidth across the cluster.

• Hadoop YARN: It is a resource management platform responsible for 
managing compute resources in clusters and using them for sched-
uling of users’ applications.

• Hadoop MapReduce: It is a programming model for large-scale data 
processing.

All the modules in Hadoop are designed with a fundamental assumption 
that hardware failures (of individual machines or racks of machines) are com-
mon and thus should be automatically handled in software by the framework. 
Apache Hadoop’s MapReduce and HDFS components are originally derived, 
respectively, from Google’s MapReduce and Google File System (GFS) papers.

Figure 12.10 shows the Hadoop architecture. It explains the working of a 
master node and slave nodes in the MapReduce framework. Master node has 

SQL query
Map reduce job

Hadoop core
MapReduce job

Master node

HDFS

NameNode Job tracker

Input format implementations

MapReduce framework

SMS planner

Catalog Data
loader

Database connector

Task with inputFormat

Node 1

Task tracker

Database DataNode Database DataNode DataNodeDatabase

Task tracker Task tracker

Node 2 Node n

FIGURE 12.10
Hadoop architecture. (Adapted from http://hadoopdb.sourceforge.net/guide/.)



320 Essentials of Cloud Computing

a job tracker and name node, whereas slave nodes have a task tracker and 
data node. Master node maps the work to slaves and later collects the result 
and reduces it to the required output. Slave nodes do the required computa-
tion and give the result to master.

12.6.3 MongoDB

MongoDB is another document database that provides high performance, 
high availability, and easy scalability. Documents (objects) map nicely to 
programming language data types. Embedded documents and arrays 
reduce the need for joins. Dynamic schema makes polymorphism easier. 
Embedding also makes reads and writes fast. Indexes can include keys 
from embedded documents and arrays achieving high performance. 
Replicated servers provide high availability in case of automatic master 
failover. Automatic sharding distributes collection data across machines 
ensures easy scalability. Eventually, consistent reads can be distributed 
over replicated servers.

MongoDB is a server process that runs on Linux, Windows, and OS X. 
It can be run both as a 32- and 64-bit application.

12.6.4 NGrid

NGrid is an open source grid computing framework written in C#. NGrid 
aims to be platform independent via the Mono project. It provides

• Transparent multithread programming model for grid programming
• Physical grid framework and some grid implementations
• Common utilities both for grid programming and grid 

implementations

NGrid, or precisely NGrid.Core, is a two-side grid abstraction layer for .Net. 
The first side is the grid programming model, and the second side is the grid 
services abstraction. NGrid.Core is not tightening to any particular grid. 
By implementing the grid services, NGrid.Core could be connected to any 
physical grid.

NGrid.Core provides a grid garbage collected (GC) model. In other words, 
objects are created and live in the grid. When not referenced anymore, objects 
are collected. Grid threads run on top of those grid objects. Synchronizations 
and communications between grid threads work in the same way as that of 
local threads.

The objective of any physical grid implementation is to manage as effi-
ciently as possible this grid model. In order to make the optimization 
problem tractable, NGrid.Core includes some code metadata, known as 
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attributes in C#, that could be used to decorate the client code. The NGrid.
Core tuning attributes could be used by the physical grid in order to 
adapt the grid behavior for better performance. These attributes have an 
effect limited to the computational efficiency of the grid. In particular, 
they do not have any semantic impact: with or without tuning attribute, 
the result returned at the end of the grid computation is the same. The 
only parameter that may vary is the time of execution.

12.6.5 Ganglia

Ganglia is a scalable distributed monitoring system for high-performance 
computing systems such as clusters and grids. It is based on a hierarchical 
design targeted at federations of clusters. It leverages widely used technolo-
gies such as XML for data representation, XDR for compact, portable data 
transport, and RRD tool for data storage and visualization. It uses carefully 
engineered data structures and algorithms to achieve very low per-node 
overheads and high concurrency. The implementation is robust, has been 
ported to an extensive set of operating systems and processor architectures, 
and is currently in use on thousands of clusters around the world. It has been 
used to link clusters across university campuses and around the world and 
can scale to handle clusters with 2000 nodes.

12.7 Summary

In this chapter, we have discussed about various tools for cloud environ-
ment provided as an open source. We have categorized the tools into differ-
ent groups like open source support for IaaS, PaaS, and SaaS, researchers, 
and distributed computing. Under each section, we have listed and briefly 
explained the architecture and features of some of the tools to provide useful 
information to the users. Table 12.1 gives the information related to service 

TABLE 12.1

Open Source Service Providers

Provider Name Service Model Deployment Model Server Operating System 

GoGrid IaaS Public, private Windows, Linux
OpenShift Origin PaaS Public, private Linux
OpenNebula IaaS Public Windows
Eucalyptus IaaS Public, private, hybrid Windows, Linux
Cloudify PaaS Private Linux
Paasmaker PaaS Private Linux
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model and deployment models offered by some providers. It also gives 
details of server operating systems. For further reading, papers and links 
given in reference section will be useful.

Review Points

• Cluster controller (CC): It is one of the main components of Eucalyptus 
architecture that manages node controllers and helps in deploying 
and managing instances on nodes (see Section 12.2.2).

• Node controller (NC): It is the basic component for all nodes that main-
tains the life cycle of instances running on each node (see Section 12.2.2).

• Cloud controller (CLC): It is the front end that provides web services 
interface to clients and also interacts with the rest of the components 
of Eucalyptus infrastructure (see Section 12.2.2).

• Walrus storage controller (WS3): It is a simple file storage system of 
Eucalyptus infrastructure that stores machine images and snap-
shots (see Section 12.2.2).

• Storage controller (SC): It is a storage system that provides persistent block 
storage. It allows creation of snapshots of volume (see Section 12.2.2).

• Horizon: It is the code name for dashboard in OpenStack architecture 
(see Section 12.2.3).

• Nova: It is the code name for compute in OpenStack architecture (see 
Section 12.2.3).

• Keystone: It is the code name for identity in OpenStack architecture 
(see Section 12.2.3).

• Cinder: It is the code name for block storage in OpenStack architecture 
(see Section 12.2.3).

• Swift: It is the code name for object storage in OpenStack architecture 
(see Section 12.2.3).

• Neutron: It is the code name for network in OpenStack architecture 
(see Section 12.2.3).

• Glance: It is the code name for image in OpenStack architecture (see 
Section 12.2.3).

• Cartridges: Cartridges represent pluggable components that can be 
combined within a single application (see Section 12.3.2).

• Gear: A gear represents the slice of the node’s CPU, RAM, and base 
storage that is made available to each application (see Section 12.3.2).
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• Recipe: A recipe is the execution plans or life cycle events (installing, 
starting, configuring, monitoring, upgrading and, etc.) of an applica-
tion (see Section 12.3.4).

• Cloud simulators: These are tools that are useful for researchers to test 
the newly developed methods and policies and thereby evaluate the 
hypothesis (Section 12.5).

Review Questions

 1. List the differences between open source tools and closed source 
tools.

 2. Explain the main components of Eucalyptus.
 3. What is OpenShift Origin? Explain.
 4. Explain the architecture of OpenStack.
 5. Explain the importance of open source tools for researchers.
 6. What are the different open source tools for SaaS? Explain any of 

them.
 7. What is MongoDB? Explain in detail.
 8. Explain the architecture of the Hadoop framework.
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13
Security in Cloud Computing

Learning Objectives

The main objective of this chapter is to provide an overview of security 
issues in cloud computing. After reading this chapter, you will

• Understand the different security aspects
• Understand the security issues in cloud service models
• Understand identity management and access control issues related 

to security
• Understand audit and compliance in security

Preamble

Security is an important aspect to be considered in the cloud computing 
environment. This chapter focuses on different aspects of security. We begin 
with the introduction to cloud security. Subsequent sections talk about data 
security; virtualization security; security issues in Software as a Service 
(SaaS), Infrastructure as a Service (IaaS), and Platform as a Service (PaaS) 
models; etc. This chapter also considers privacy challenges and identity and 
access management issues in cloud. After reading this chapter, the reader 
can get an overview of security issues in different service models in cloud. 
The reader can also get an idea of challenges in these security issues.

13.1 Introduction

Cloud computing has entered everyone’s life today irrespective of technology 
or any other aspect. Every tech magazine or every information  technology 
(IT) organization website speaks about cloud computing. What exactly is 
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this cloud computing? What does it do to make our lives more easier? To 
answer all these questions, let us look into the details of cloud computing 
with respect to technology more precisely.

13.1.1 Cloud in Information Technology

Cloud computing has revolutionized the IT industry for the past decade and 
is still developing creative ways to solve current problems. Companies and 
research institutes are slowly moving to the cloud to address their comput-
ing needs.

So, why is the cloud attractive to the public and private sectors? To answer 
this question, let us see what is put into cloud by an organization.

To make cloud more user friendly for computing, the industry has invested 
a lot into the following aspects:

 1. Time and finance: The cloud is a centralized system and updates real-
time information. Businesses with time-sensitive data are quick to 
grab this opportunity and harness the efficiency of the cloud. For 
example, medical researches that needed months of in-house num-
ber crunching moved to distributed systems, significantly reducing 
computing time and expenses.

 2. People and association: With the advent of cloud, an online collaboration 
between distributed teams became easy. It is now easier to communi-
cate and work with people located in different areas, sometimes dif-
ferent countries, during office hours. Teams now consist of members 
distributed across large geographic areas. As mentioned, the capability 
of the cloud to update information in real time enables teams to address 
issues immediately. Working together no longer means meeting up in 
the boardroom. Internet Protocol (IP) telephony, such as Skype and 
Google Hangout, provides a platform that allows team members to 
discuss tasks without stepping a foot outside their cubicles.

 3. Replacing hardware: Relocating information and data systems to the 
cloud not only saves money but also reduces wasted resources. 
Companies no longer need to purchase hardware and systems that 
need installation and maintenance. Data centers on the cloud can 
reallocate these resources to clients by saving company dollars only 
by paying what is used and avoiding the purchase of machines that 
will not be useful in the long run. Cloud service providers (CSPs) also 
have the ability to optimize their systems to reduce waste. They also 
have the capability of upgrading their systems according to service 
demands. This is usually very expensive for businesses to do and 
results in wasted resources. Fewer in-house machines means that 
companies could redirect funds toward improving other aspects of 
business operations.
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 4. Energy efficient: A study reports that clients of Salesforce produced 95% 
less carbon compared to companies with systems in their premises.

 5. Study from Accenture, Microsoft, and WSP Environment and Energy: 
A  2010 study from Accenture, Microsoft, and WSP Environment 
and Energy reported a huge impact of the cloud on CO2 emissions. 
They found out that businesses with systems and applications on 
the cloud could reduce per-user carbon footprint by 30% for large 
companies and 90% for small businesses.

 6. Going green: Greenpeace pointed out in a recent study that while effi-
ciency is increasing, the energy source is also varying. The internal 
operations of data centers are green, but it is superficial if the power 
source is nonrenewable. With the increasing demand for cloud com-
puting, energy consumption is expected to increase by 12% each 
year. An analysis of Greenpeace showed that out of the 10 leading 
tech companies—Akamai, Amazon, Apple, Facebook, Google, HP, 
IBM, Microsoft, Twitter, and Yahoo!—Akamai and Yahoo! are the 
most environment friendly and Apple the least. The report also 
highlighted Google’s effort in greening its energy sources.

 7. The future of the cloud and the environment: Two companies in Iceland, 
Green Earth Data and GreenQloud, both claim to offer 100% renew-
able energy by powering their data centers with geothermal and 
hydropower resources, which are abundant in the country. “The 
internet with cloud computing is becoming a big contributor to car-
bon emissions because of dirty energy usage,” GreenQloud aims to 
set an example to cloud computing giants in creating environment-
friendly cloud services. As the cloud industry expects to grow to 
a $150 billion market by the end of the year, users are increasingly 
demanding green services. Cloud technologies are quickly taking 
off, and it is a chance for companies and businesses to think of cre-
ative ways of harnessing its power while saving the environment.

13.1.2 Cloud General Challenges

The use of the cloud provides a number of opportunities like enabling ser-
vices to be used without any understanding of their infrastructure. Cloud 
computing works using economies of scale. Vendors and service providers 
claim costs by establishing an ongoing revenue stream. Data and services are 
stored remotely but accessible from anywhere.

Though cloud is the hotcake technology today, there are many issues related 
with it. The following four major issues stand out with cloud computing:

 1. Threshold policy: To test if the program works, develops, or improves 
and implements, a threshold policy is a pilot study before moving 
the program to the production environment. Check how the policy 
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detects sudden increases in the demand and results in the creation 
of additional instances to fill in the demand. Also, check to deter-
mine how unused resources are to be deallocated and turned over 
to other work.

 2. Interoperability issues: The problems of achieving interoperability of 
applications between two cloud computing vendors. The need to 
reformat data or change the logic in applications.

 3. Hidden costs: Cloud computing does not tell you what hidden costs 
are. In an instance of incurring network costs, companies who are 
far from the location of cloud providers could experience latency, 
particularly when there is heavy traffic.

 4. Unexpected behavior: The tests to be made to show unexpected results 
of validation or releasing unused resources. The need to fix the prob-
lem before running the application in the cloud.

13.2 Security Aspects

Security concerns in the cloud are not that different from noncloud service 
offerings although they are exasperated—because in a single-tenant, non-
cloud environment, you generally know where information is and how it is 
being kept. There are many different customers and there is no mechanism 
followed to isolate each other’s data.

Cloud computing places business data into the hands of an outside 
provider and makes regulatory compliance inherently riskier and more 
complex than it is when systems are maintained in-house. Loss of direct 
oversight means that the client company must verify that the service pro-
vider is working to ensure that data security and integrity are ironclad. 
The following are the current security-related research areas in cloud 
computing:

 1. Reliable, distributed applications based on the Internet, such as the 
e-commerce system, rely heavily on the trust path among involved 
parties.

 2. The skyrocketing demand for a new generation of cloud-based 
consumer and business applications is driving the need for a next 
generation of data centers that must be massively scalable, efficient, 
agile, reliable, and secure. In order to scale cloud services reliably 
to millions of service developers and billions of end users, the next-
generation cloud computing and data center infrastructure will 
have to follow an evolution similar to the one that led to the creation 
of scalable telecommunication networks.
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 3. In the future, network-based CSPs will leverage virtualization technol-
ogies to be able to allocate just the right levels of virtualized compute, 
network, and storage resources to individual applications based on real-
time business demand while also providing full service-level assurance 
of availability, performance, and security at a reasonable cost.

13.2.1 Data Security

Due to huge infrastructure, cost organizations are slowly switching to cloud 
technology. Data are stored in the CSP’s infrastructure. As data do not reside 
in organization territory, many complex challenges arise. Some of the com-
plex data security challenges in cloud include the following:

• The need to protect confidential business, government, or regulatory 
data

• Cloud service models with multiple tenants sharing the same 
infrastructure

• Data mobility and legal issues relative to such government rules as 
the European Union (EU) Data Privacy Directive

• Lack of standards about how CSPs securely recycle disk space and 
erase existing data

• Auditing, reporting, and compliance concerns
• Loss of visibility to key security and operational intelligence that no 

longer is available to feed enterprise IT security intelligence and risk 
management

• A new type of insider who does not even work for your company but 
may have control and visibility into your data

Such issues raise the level of anxiety about security risks in the cloud. 
Enterprises worry whether they can trust their employees or need to 
implement additional internal controls in the private cloud and whether 
third-party providers can provide adequate protection in multitenant envi-
ronments that may also store competitor data.

There is also an ongoing concern about the safety of moving data between 
the enterprise and the cloud, as well as how to ensure that no residual data 
remnants remain upon moving to another CSP.

Unquestionably, virtualized environments and the private cloud involve 
new challenges in securing data, mixed trust levels, and the potential weak-
ening of separation of duties and data governance. The public cloud com-
pounds these challenges with data that are readily portable, accessible to 
anyone connecting with the cloud server, and replicated for availability. And 
with the hybrid cloud, the challenge is to protect data as it moves back and 
forth from the enterprise to a public cloud.
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However, security and privacy are still cited by many organizations as the 
top inhibitors of cloud services adoption, which has led to the introduction 
of cloud encryption systems in the past 18 months.

The issues that must be addressed are as follows:

Breach notification and data residency: Not all data require equal protection, so 
businesses should categorize data intended for cloud storage and identify 
any compliance requirements in relation to data breach notification or if data 
may not be stored in other jurisdictions.

Gartner also recommends that enterprises should put in place an enterprise 
data security plan that sets out the business process for managing access requests 
from government law enforcement authorities. The plan should take stakehold-
ers into account, such as legal, contract, and business units, security, and IT.

Data management at rest: Businesses should ask specific questions to deter-
mine the CSP’s data storage life cycle and security policy.

Businesses should find out if

• Multitenant storage is being used, and if it is, find out what separa-
tion mechanism is being used between tenants

• Mechanisms such as tagging are used to prevent data being repli-
cated to specific countries or regions

Storage used for archive and backup is encrypted and the key management 
strategy includes a strong identity and access management policy to restrict 
access within certain jurisdictions.

Gartner recommends that businesses use encryption to implement end-of-
life strategies by deleting the keys to digitally shred the data while ensuring 
that keys are not compromised or replicated.

Data protection in motion: As a minimum requirement, Gartner recommends 
that businesses ensure that the CSP will support secure communication pro-
tocols such as Secure Socket Layer (SSL)/Transport Layer Security (TLS) for 
browser access or virtual private network (VPN)–based connections for sys-
tem access for protected access to their services.

The research note says that businesses always encrypt sensitive data in 
motion to the cloud, but if data are unencrypted while in use or storage, it 
will be incumbent on the enterprise to mitigate against data breaches.

In IaaS, Gartner recommends that businesses favor CSPs that provide net-
work separation among tenants, so that one tenant cannot see another’s net-
work traffic.

13.2.1.1 Data Center Security

Data are stored in outside territory of the user in a location called as data 
center, which is unknown to the user. As the location of the data center is 
unknown to the user, it becomes a virtual data center. The backbone of this 
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virtual data center is virtual infrastructure, or the virtual machine (VM); 
however, virtual platforms are dependent on many other, often forgotten 
components of both the physical and virtual data centers.

There are typically seven areas of concern that accompany any major vir-
tual platform implementation or migration. Often, these issues are not seen 
during staging and testing and only appear when the VMs take on the same 
amount of load as physical machines. The critical points represent two cor-
nerstones of the data center: network and storage.

Lack of performance and availability: Virtualization moves many I/O (Input/
Output) tasks tuned for hardware to software via the hypervisor. The virtual-
ization translation layer is responsible for translating the optimized code for 
the software chip to the physical chip or CPU running on the underlying hard-
ware. I/O intensive applications, like cryptographic processing applications 
for SSL, do not fare well when virtualized because of this translation layer.

VM saturation caused by virtualization sprawl can cause unanticipated 
resource constraints in all parts of the data center. With a physical machine 
running a network application, that application can have access to the full 
resources of the network card. This can lead to overall network performance 
issues, reduced bandwidth, and increased latency; the application might not 
be able to deal with all these issues. Even smaller issues such as IP address 
availability can be impacted by virtualization sprawl.

Lack of application awareness: One of the limitations of hypervisor- and kernel-
based virtualization solutions is that they only virtualize the operating system 
(OS). OS virtualization does not virtualize nor is it even aware of applications 
that are running on the OS. Even the same applications do not realize that 
they are using virtual hardware on top of a hypervisor. By inserting this extra 
software management layer between the application and the hardware, the 
applications might encounter performance issues that are beyond control.

Virtual infrastructure platforms typically include software that can migrate 
live VM instances from one physical device to another; VMware Distributed 
Resource Scheduler (DRS) and VMotion are examples of live migration solu-
tions. Like basic OS virtualization, these migration tools are unaware of the 
application state and also have no insight into the application delivery network.

Additional, unanticipated costs: Two of the primary drivers for virtualization are 
cost reduction and data center consolidation; however, implementing a com-
plete VM solution in the data center and migrating physical machines to VMs 
do not come cheap. Once virtualization hardware and software are acquired, 
operational expenses can grow unbounded. Management of these new tools can 
be a long-term recurring cost, especially if the virtualization is done in-house. 
There can be additional growth requirements for the application and storage 
networks as these VMs begin to burden the existing infrastructure. Unexpected 
and unplanned costs can be a serious problem when implementing or migrating 
from physical to VMs, hindering or even completely halting deployment.
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Unused virtualization features: New virtual platforms include many advanced 
networking technologies, such as software switching and support for virtual 
local area network (VLAN) segmentation. Often, new technologies perform 
flawless in development and staging, but they are unable to scale to produc-
tion levels once deployed. These new platforms may have problems integrat-
ing with existing application and storage networks, requiring a redesign of 
the data center.

Storage integration issues tend to arise as soon as VMs are moved into produc-
tion environments. First and foremost, network storage is a requirement for vir-
tual platforms that implement live machine migration; direct-attached and local 
storage will only work for running local VMs. While many enterprise storage 
networks include technologies for data replication that span multiple geographic 
data centers, VM migration tools are often limited to local storage groups.

Overflowing storage network: Although converting physical machines to VMs 
is an asset for building dynamic data centers, hard drives become extremely 
large flat file virtual disk images. Consequently, file storage becomes 
unmanageable.

Congested storage network: Due to the portable nature of OS virtualization, 
there can be a dramatical increase in data traversing the storage network. For 
the same reason that VM disk files can overrun physical storage, once these 
images are made portable, it becomes trivial to move these VM images across 
the network from one host to another or from one storage array to another. It 
can be a challenge to prevent flooding of the storage network when planning 
a large VM migration or move. And as virtual sprawl and unmanaged VMs 
begin to appear in the data center, unplanned VM migrations can literally 
bring the network to a standstill, even on a LAN.

Management complexity: Throughout all areas of the data center, managing 
VMs as part of the complete management solution can be a struggle at best. 
VMs will report the metrics such as latency and response time of all physical 
machines. The management challenge with VMs appears in two forms:

 1. The addition of two new components that need to be managed: The 
hypervisor and the host system. Neither one of these devices that 
exist in the physical server world is not part of existing data center 
management solutions, but they do have a major impact on the per-
formance of VMs. Managing these devices and insight into these 
performance differences are critical.

 2. Managing VMs, application network, and storage network together: 
Many VM platforms include built-in management tools, some of 
them highly sophisticated, such as VMware’s Virtual Server.

While these tools do provide essential management tasks, such as live migra-
tion of virtual guests from one host to another, they do not take into account 
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any external information. With physical servers, there is a line segregating 
ownership and management responsibilities. The network team owns the 
network fabric (switches, routers, VLANs, IPs), and the server team owns 
the servers (hardware, OS, application, uptime). OS virtualization blends 
these responsibilities onto one platform, blurring the lines of ownership and 
management.

13.2.1.2 Access Control

As the data are stored in the data center, accessing these critical data is a 
major concern. Being a web-based platform, the cloud acts according to the 
access rights reserved for the users to access the data. These access rights 
though well defined by individual firms still pose problems in the cloud. 
Gartner recommends that businesses require the CSP to support IP subnet 
access restriction policies so that enterprises can restrict end user access 
from known ranges of IP addresses and devices.

The enterprise should demand that the encryption provider offers adequate 
user access and administrative controls, stronger authentication alternatives 
such as two-factor authentication, management of access permissions, and sep-
aration of administrative duties such as security, network, and maintenance.

13.2.1.3 Encryption and Decryption

As the data are stored in cloud out of the territory of the user, it is recom-
mended that users store data in encrypted form. Enterprises should always 
aim to manage the encryption keys, but if they are managed by a cloud encryp-
tion provider, enterprises must ensure that access management controls are in 
place that will satisfy breach notification requirements and data residency.

If keys are managed by the CSP, then businesses should require hardware-
based key management systems within a tightly defined and managed set 
of key management processes. When keys are managed or available in the 
cloud, it is imperative that the vendor provides tight control and monitoring 
of potential snapshots of live workloads to prevent the risk of analyzing the 
memory contents to obtain the key.

Businesses should also require

Logging of all user and administrator access to cloud resources and to 
provide these logs to the enterprise in a format suitable for log man-
agement or security information and event management systems

The CSP to restrict access to sensitive system management tools that 
might snapshot a live workload, perform data migration, or back up 
and recover data

That images captured by migration or snapshotting tools are treated 
with the same security as other sensitive enterprise data.
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13.2.2 Virtualization Security

Virtualization is technology that drives server consolidation and data cen-
ter operations to a key ingredient in creating a flexible, on-demand infra-
structure. When adopting virtualization for cloud computing, it becomes 
evident that the management tools used in a physical server-based deploy-
ment will not suffice in a highly dynamic virtualized one. To begin with, in a 
physical server deployment model, provisioning automation is generally not 
as heavily used unless there is a significant enough number of server OSs to 
warrant doing so.

Virtualization mainly focuses on three different areas: virtual networks 
(network virtualization), storage virtualization, and server virtualization. In 
network virtualization, the available resources are pooled into a network 
and the network bandwidth is split up into multiple channels where each 
individual channel is independent of one another. Storage virtualization 
combines the physical storage from multiple network storage devices, and 
this available storage is viewed as multiple different singular storage devices. 
In server virtualization, the identity of individual server devices is masked 
from the users, and the servers are designed to view as individual servers 
where the resource sharing and maintenance complexity are managed in 
a balanced way. The combination of these three virtualization components 
provides a self-managing capability to the resources, and this self-managing 
plays a major role in cloud computing.

The typical strategy for provisioning physical servers involves repetitive 
steps. In a heavily virtualized environment like the cloud, OS provisioning 
will rapidly transition to being a highly automated process. The critical areas 
of concern during virtualization are as follows.

A new threat: Virtualization alters the relationship between the OS and hard-
ware. This challenges traditional security perspectives. It undermines the 
comfort you might feel when you provision an OS and application on a 
server you can see and touch. Some already believe that this sense of com-
fort is misplaced in most situations. For the average user, the actual security 
posture of a desktop PC with an Internet connection is hard to realistically 
discern.

Virtualization complicates the picture but does not necessarily make secu-
rity better or worse. There are several important security concerns you need 
to address in considering the use of virtualization for cloud computing.

One potential new risk has to do with the potential to compromise a VM 
hypervisor. If the hypervisor is vulnerable to exploit, it will become a pri-
mary target. At the scale of the cloud, such a risk would have a broad impact 
if not otherwise mitigated. This requires an additional degree of network 
isolation and enhanced detection by security monitoring.

In examining this concern, first consider the nature of a hypervisor. It 
is observed that “Hypervisors are purpose-built with a small and specific 
set of functions. A hypervisor is smaller, more focused than a general 
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purpose operating system, and less exposed, having fewer or no exter-
nally accessible network ports. A hypervisor does not undergo frequent 
change and does not run third-party applications. The guest operating 
systems, which may be vulnerable, do not have direct access to the hyper-
visor. In fact, the hypervisor is completely transparent to network traffic 
with the exception of traffic to/from a dedicated hypervisor management 
interface.”

Storage concerns: Another security concern with virtualization has to do with 
the nature of allocating and deallocating resources such as local storage 
associated with VMs. During the deployment and operation of a VM, data 
are written into physical memory. If it is not cleared before those resources 
are reallocated to the next VM, there is a potential for exposure.

These problems are certainly not unique to virtualization. They have been 
addressed by every commonly used OS. Not all OSs manage data clear-
ing. Some might clear data upon resource release; others might do so upon 
allocation.

The bottom line is to clear the data yourself, carefully handle operations 
against sensitive data, and pay particular attention to access and privilege 
controls. Another excellent security practice is to verify that a released 
resource was cleared.

A further area of concern with virtualization has to do with the potential 
for undetected network attacks between VMs collocated on a physical server. 
Unless you can monitor the traffic from each VM, you cannot verify that traf-
fic is not possible between those VMs.

In essence, network virtualization must deliver an appropriate network 
interface to the VM. That interface might be a multiplexed channel with all the 
switching and routing handled in the network interconnect hardware. Most 
fully featured hypervisors have virtual switches and firewalls that sit between 
the server physical interfaces and the virtual interfaces provided to the VMs.

Traffic management: Another theoretical technique that might have potential 
for limiting traffic flow between VMs would be to use segregation to gather 
and isolate different classes of VMs from each other. VMs could be traced 
to their owners throughout their life cycle. They would only be colocated 
on physical servers with other VMs that meet those same requirements for 
colocation.

One actual practice for managing traffic flows between VMs is to use 
VLANs to isolate traffic between one customer’s VMs and another cus-
tomer’s VMs. To be completely effective, however, this technique requires 
extending support for VLANs beyond the core switching infrastructure and 
down to the physical servers that host VMs.

The next problem is scaling VLAN-like capabilities beyond their current 
limits to support larger clouds. That support will also need to be standard-
ized to allow multivendor solutions. It will also need to be tied in with net-
work management and hypervisors.
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13.2.3 Network Security

Cloud is based on networking of many things together like the network of 
infrastructure. While the network is the backbone of the cloud, many chal-
lenges are encountered in this network. Some of the challenges in the exist-
ing cloud networks are discussed in the following.

Application performance: Cloud tenants should be able to specify bandwidth 
requirements for applications hosted in the cloud, ensuring similar performance 
to on-premise deployments. Many tiered applications require some guaran-
teed bandwidth between server instances to satisfy user transactions within 
an acceptable time frame and meet predefined service-level agreements (SLAs). 
Insufficient bandwidth between these servers will impose significant latency 
on user interactions. Therefore, without explicit control, variations in cloud 
workloads and oversubscription can cause delay and drift of response time 
beyond acceptable limits, leading to SLA violations for the hosted applications.

Flexible deployment of appliances: Enterprises deploy a wide variety of secu-
rity appliances in their data centers, such as deep packet inspection (DPI) or 
intrusion detection systems (IDSs), and firewalls to protect their applications 
from attacks. These are often employed alongside other appliances that per-
form load balancing, caching, and application acceleration. When deployed 
in the cloud, an enterprise application should continue to be able to flexibly 
exploit the functionality of these appliances.

Policy enforcement complexities: Traffic isolation and access control to end 
users are among the multiple forwarding policies that should be enforced. 
These policies directly impact the configuration of each router and switch. 
Changing requirements, different protocols (e.g., Open Shortest Path First 
[OSPF], LAG (Link Aggregation Group), Virtual Router Redundancy Protocol 
[VRRP]), and different flavors of L2 spanning tree protocols, along with ven-
dor-specific protocols, make it extremely challenging to build, operate, and 
interconnect a cloud network at scale.

Topology-dependent complexity: The network topology of data centers is usually 
tuned to match a predefined traffic requirement. For instance, a network topol-
ogy optimized for east–west traffic (i.e., traffic among servers in a data center) 
is not the same as a topology for north south (traffic to/from the Internet). The 
topology design also depends on how L2 and/or L3 is utilizing the effective 
network capacity. For instance, adding a simple link and switch in the presence 
of a spanning tree–based L2 forwarding protocol may not provide additional 
capacity. Furthermore, evolving the topology based on traffic pattern changes 
also requires complex configuration of L2 and L3 forwarding rules.

Application rewriting: Applications should run out of the box as much as 
possible, in particular for IP addresses and network-dependent failover 
mechanisms. Applications may need to be rewritten or reconfigured before 
deployment in the cloud to address several network-related limitations. 
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Two key issues are (1) lack of a broadcast domain abstraction in the cloud 
network and (2) cloud-assigned IP addresses for virtual servers.

Location dependency: Network appliances and servers (e.g., hypervisors) are 
typically tied to a statically configured physical network, which implicitly 
creates a location-dependent constraint. For instance, the IP address of a 
server is typically determined based on the VLAN or the subnet to which 
it belongs. VLANs and subnets are based on physical switch port configura-
tion. Therefore, a VM cannot be easily and smoothly migrated across the 
network. Constrained VM migration decreases the level of resource utiliza-
tion and flexibility. Besides, physical mapping of VLAN or subnet space to 
the physical ports of a switch often leads to a fragmented IP address pool.

Multilayer network complexity: A typical three-layer data center network includes 
a TOR (Top of Rack) layer connecting the servers in a rack, an aggregation layer, 
and a core layer, which provides connectivity to/from the Internet edge. This 
multilayer architecture imposes significant complexities in defining boundar-
ies of L2 domains, L3 forwarding networks and policies, and layer-specific 
multivendor networking equipment. Providers of cloud computing services 
are currently operating their own data centers. Connectivity between the data 
centers to provide the vision of one cloud is completely within the control of the 
CSP. There may be situations where an organization or enterprise needs to be 
able to work with multiple cloud providers due to locality of access, migration 
from one cloud service to another, merger of companies working with differ-
ent cloud providers, cloud providers who provide the best-of-class services, 
and similar cases. Cloud interoperability and the ability to share various types 
of information between clouds become important in such scenarios. Although 
CSPs might see less immediate need for any interoperability, enterprise cus-
tomers will see a need to push them in this direction. This broad area of cloud 
interoperability is sometimes known as cloud federation.

13.3 Platform-Related Security

CSPs offer services in various service models like SaaS, PaaS, and IaaS where 
the user is offered varied services based on his or her requirements. Every 
service model offered brings with it many security-related challenges like 
secured network, locality of resources, accessing secure data, data privacy, 
and backup policy.

13.3.1 Security Issues in Cloud Service Models

Cloud computing uses three delivery models such as SaaS, PaaS, and IaaS 
through which different types of computing services are provided to the 
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end  user. These three delivery models provide infrastructure resources, 
application platform, and software as services to the cloud customer. These 
service models place a different level of security requirement in the cloud 
environment. IaaS is the basis of all cloud services, with PaaS built upon 
it and SaaS in turn built upon it. Just as capabilities are inherited, so are 
the information security issues and risks. There are significant trade-offs to 
each model in terms of integrated features, complexity versus extensibility, 
and security. If the CSP takes care of only the security at the lower part of 
the security architecture, the consumers become more responsible for imple-
menting and managing the security capabilities.

SaaS is a software deployment model in which applications are remotely 
hosted by the application or service provider and made available to cus-
tomers on demand, over the Internet. The SaaS model offers the custom-
ers with significant benefits, such as improved operational efficiency and 
reduced costs. SaaS is rapidly emerging as the dominant delivery model for 
meeting the needs of enterprise IT services. SaaS is rapidly emerging as the 
dominant delivery model for meeting the needs of enterprise IT services. 
PaaS is one layer above IaaS on the stack and abstracts away everything up 
to OS, middleware, etc. This offers an integrated set of developer environ-
ment that a developer can tap to build their applications without having any 
clue about what is going on underneath the service. It offers developers a 
service that provides a complete software development life cycle manage-
ment, from planning to design to building applications to deployment to 
testing to maintenance. Everything else is abstracted away from the view of 
the developers.

13.3.2 Software-as-a-Service Security Issues

In a traditional on-premise application deployment model, the sensitive data 
of each enterprise continue to reside within the enterprise boundary and 
are subject to its physical, logical, and personnel security and access control 
policies. The architecture of SaaS-based applications is specifically designed 
to support many users concurrently (multitenancy). SaaS applications 
are accessed through the web, and so web browser security is very much 
 important. Information security officers will need to consider various meth-
ods of securing SaaS applications. Web services (WS) security, Extensible  
Markup Language (XML) encryption, SSL, and available options used in 
enforcing data protection transmitted over the Internet. In the SaaS model, 
the enterprise data are stored outside the enterprise boundary, at the SaaS 
vendor end. Consequently, the SaaS vendor must adopt additional security 
checks to ensure data security and to prevent breaches due to security vul-
nerabilities in the application or through malicious employees. This involves 
the use of strong encryption techniques for data security and fine-grained 
authorization to control access to data. The pain points of concern in SaaS 
are as follows.
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Network security: In an SaaS deployment model, sensitive data flow over the 
network needs to be secured in order to prevent leakage of sensitive informa-
tion. This involves the use of strong network traffic encryption techniques 
such as the SSL and TLS for security.

Resource locality: In an SaaS model of a cloud environment, the end users use 
the services provided by the cloud providers without knowing exactly where 
the resources for such services are located. Due to compliance and data pri-
vacy laws in various countries, locality of data is of utmost importance in 
much enterprise architecture.

The directive prohibits transfers of personal data to countries that do not 
ensure an adequate level of protection. For example, the recent Dropbox users 
have to agree to the Terms of Service that grant the providers the right to dis-
close user information in compliance with laws and law enforcement requests.

Cloud standards: To achieve interoperability among clouds and to increase 
their stability and security, cloud standards are needed across organizations. 
For example, the current storage services by a cloud provider may be incom-
patible with those of other providers. In order to keep their customers, cloud 
providers may introduce so-called sticky services that create difficulty for 
the users if they want to migrate from one provider to the other.

Data segregation: Multitenancy is one of the major characteristics of cloud com-
puting. In a multitenancy situation, data of various users will reside at the 
same location. Intrusion of data of one user by another becomes possible in 
this environment. This intrusion can be done either by hacking through the 
loop holes in the application or by injecting client code into the SaaS  system. 
An SaaS model should, therefore, ensure a clear boundary for each user’s 
data. The boundary must be ensured not only at the physical level but also 
at the application level. The service should be intelligent enough to segregate 
the data from different users.

Data access: Data access issue is mainly related to security policies provided to 
the users while accessing the data. The organizations will have their own secu-
rity policies based on which each employee can have access to a particular set 
of data. The security policies may entitle some considerations, wherein some of 
the employees are not given access to a certain amount of data. These security 
policies must be adhered by the cloud to avoid intrusion of data by unauthor-
ized users. The SaaS model must be flexible enough to incorporate the specific 
policies put forward by the organization. The model must also be able to provide 
organizational boundary within the cloud because multiple organizations will 
be deploying their business processes within a single cloud environment.

Data breaches: Since data from various users and business organizations lie 
together in a cloud environment, breaching into the cloud environment will 
potentially attack the data of all the users. Thus, the cloud becomes a high-
value target.
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Backup: The SaaS vendor needs to ensure that all sensitive enterprise data 
are regularly backed up to facilitate quick recovery in case of disasters. Also, 
the use of strong encryption schemes to protect the backup data is recom-
mended to prevent accidental leakage of sensitive information. In the case of 
cloud vendors such as Amazon, the data at rest in S3 are not encrypted by 
default. The users need to separately encrypt their data and backups so that 
it cannot be accessed or tampered with by unauthorized parties.

Identity management (IdM) and sign-on process: IdM deals with identifying indi-
viduals in a system and controlling the access to the resources in that  system 
by placing restrictions on the established identities. When an SaaS provider 
has to know how to control who has access to what systems within the enter-
prise, it becomes all the more challenging task. In such scenarios, the provi-
sioning and deprovisioning of the users in the cloud become very crucial.

13.3.3 Platform-as-a-Service Security Issues

PaaS provides a ready-to-use platform, including OS that runs on vendor-
provided infrastructure. As the infrastructure is of the CSP, various security 
challenges of the focused architecture are caused mainly by the spread of 
the user objects over the hosts of the cloud. Stringently allowing access of 
objects to the resources and defending the objects against malicious or cor-
rupt providers reasonably reduce possible risks. Network access and service 
measurement bring together concerns about secure communications and 
access control. Well-known practices, object scale enforcement of authoriza-
tion, and undeniable traceability methods may alleviate the concerns.

Apart from the aforementioned problems, user privacy must be protected in 
a public, shared cloud. Therefore, proposed solutions must be privacy aware. 
Service continuity is another concern for many enterprises that consider 
cloud adoption. Accordingly, fault-tolerant reliable systems are required.

13.3.4 Infrastructure-as-a-Service Security Issues

Cloud computing makes a lot of promises in the areas of increased flexibil-
ity and agility, potential cost savings, and competitive advantages for devel-
opers so that they can stand up an infrastructure quickly and efficiently to 
enable them to develop the software to drive business success. There are a 
lot of problems that cloud, especially private cloud, solves, but it is not that 
much good in solving problems related to security.

However, in a private cloud environment, some of the traditional problems 
faced are as follows:

 1. Hypervisor security: In private cloud, most or all of services will run 
in a virtualized environment and the security model used by the 
hypervisor cannot be taken for granted. A need to evaluate the secu-
rity models and the development of hypervisors becomes necessary.
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 2. Multitenancy: Although all the tenants in the multitenancy environ-
ment will be from the same company, not all tenants may be com-
fortable sharing infrastructure with other users within the same 
company.

 3. Identity management and access control (IdAM): In a traditional data 
center, we were comfortable with the small handful of authentica-
tion repositories we had to work with—Active Directory being one 
of the most popular. But with private cloud, handling authentication 
and authorization for the cloud infrastructure, handling tenants, 
and handling delegation of administration of various aspects of the 
cloud fabric are the major tasks to be addressed.

 4. Network security: In private cloud, we are likely to have many com-
ponents of a service communicate with each other over virtual net-
work channels only. Assessing the traffic, employing some powerful 
access controls for physical networks, and control quality of service, 
which is a key issue in the availability aspect of the confidentiality, 
integrity and availability (CIA) security model, are major concerns.

As a consolidation, platform-related security considers the previously said 
three service delivery models like SaaS, PaaS, and IaaS, and the concerned 
components are also mentioned individually.

Combining the three types of clouds (public cloud, private cloud, and 
hybrid cloud) together with the three service delivery models, we get a com-
plete picture of a cloud computing environment interlinked by connectivity 
devices coupled with information security components. Virtualized physi-
cal resources, virtualized infrastructure, virtualized middleware platforms, 
and business-related applications are being provided as computing services 
in the cloud. Cloud providers and cloud consumers must be able to maintain 
and establish computing security at all levels of interfaces in the cloud com-
puting architecture.

13.4 Audit and Compliance

It is a widely known fact that data protection and regulatory compliance are 
among the top security concerns for chief information officers (CIOs) of any 
organization.

According to the Pew Internet and American Life Project, an overwhelming 
majority of users of cloud computing services expressed serious concern about 
the possibility of a service provider disclosing their data to others. Ninety per-
cent of cloud application users said that they would be very concerned if the 
company at which their data were stored sold them to another party.
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A survey conducted by many firms expressed the view that security is the 
biggest challenge for the cloud computing model. Stakeholders, therefore, 
increasingly feel the need to prevent data breaches. In recent months, many 
newspaper articles have revealed data leaks in sensitive areas such as the 
financial and governmental domains and web community.

One of the missions of the data protection authorities is to prevent the so-
called Big Brother phenomenon, which refers to a scenario whereby a public 
authority processes personal data without adequate privacy protection. In 
such a situation, end users may view the cloud as a vehicle for drifting into a 
totalitarian surveillance society.

The specificities of cloud computing, therefore, make the data protection 
incentive even greater. For example, the cloud provider should provide 
encryption to protect the stored personal data against unauthorized access, 
copy, leakage, or processing.

In a cloud environment, companies have no control over their data, which, 
being entrusted to third-party application service providers in the cloud, 
could now reside anywhere in the world. Nor will a company know in which 
country its data reside at any given point in time. This is a central issue of 
cloud computing that conflicts with the EU requirements whereby a com-
pany must at all times know where the personal data in its possession are 
being transferred to. Cloud computing thus poses special problems for mul-
tinationals with specific EU customers.

13.4.1 Disaster Recovery

Simple data backup as well as more comprehensive disaster recovery and 
business continuity planning is an essential part of business and personal 
life. Backup as a Service and Disaster Recovery as a Service is now available 
online through the cloud for every level of user, from personal, small busi-
ness to large enterprise data storage and retrieval, either publicly through 
the Internet or via more secure dedicated access methods. As a result, tradi-
tional methods are becoming obsolete.

A few of the advantages include the following:

• No huge upfront costs for capital investment or infrastructure 
management or black boxes.

• Backups are physically stored in a different location from the 
original source of your data.

• Remote backup does not require user intervention or periodic 
manual backups.

• Unlimited data retention. You can get as much or as little data stor-
age space as you need.

• Backups are automatic and smart. They occur continuously and 
efficiently back up your files only as the data change.
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Cloud computing, based on virtualization, takes a very different approach 
to disaster recovery. With virtualization, the entire server, including the OS, 
applications, patches, and data, is encapsulated into a single software bundle 
or virtual server. This entire virtual server can be copied or backed up to an 
offsite data center and spun up on a virtual host in a matter of minutes.

Since the virtual server is hardware independent, the OS, applications, 
patches, and data can be safely and accurately transferred from one data 
center to a second data center without the burden of reloading each compo-
nent of the server. This can dramatically reduce recovery times compared to 
conventional (nonvirtualized) disaster recovery approaches where servers 
need to be loaded with the OS and application software and patched to the 
last configuration used in production before the data can be restored.

13.4.2 Privacy and Integrity

The promise to deliver IT as a service is addressed to a large range of consumers, 
from small- and medium-sized enterprises (SMEs) and public administrations 
to end users. Users are creating an ever-growing quantity of personal data.

This expanding quantity of personal data will drive demand for cloud ser-
vices, particularly if cloud computing delivers on the promises of lower costs 
for customers and the emergence of new business models for providers.

Among the main privacy challenges for cloud computing are as follows.

Complexity of risk assessment in a cloud environment: The complexity of cloud 
services introduces a number of unknown parameters. Service providers 
and consumers are cautious about offering guarantees for compliance-ready 
services and adopting the services. With service providers promoting a 
simple way to flow personal data irrespective of national boundaries, a real 
challenge arises in terms of checking the data processing life cycle and its 
compliance with legal frameworks.

To address the issues like stakeholders’ roles and responsibilities, data rep-
lication, and legal issues compliance, the Madrid Resolution states that every 
responsible person shall have transparent policies with regard to the process-
ing of personal data. Stakeholders need to specify requirements for cloud 
computing that meet the expected level of security and privacy. In Europe, 
the European Network and Information Security Agency (ENISA) provides 
recommendations to facilitate the understanding of the shift in the balance of 
responsibility and accountability for key functions such as governance and 
control over data and IT operations and compliance with laws and regulations.

Emergence of new business models and their implications for consumer privacy: 
A report by the Federal Trade Commission (FTC) on Protecting consumer pri-
vacy in an era of rapid change analyzes the implications for consumer privacy 
of technological advances in the IT sphere. According to the FTC, users are 
able to collect, store, manipulate, and share vast amounts of consumer data 
for very little cost.
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These technological advances have led to an explosion of new business 
models that depend on capturing consumer data at a specific and individual 
level and over time, including profiling, online behavioral advertising (OBA), 
social media services, and location-based mobile services.

13.5 Summary

Cloud being the efficient, low-cost computing platform for the IT industry is 
fast growing. With the tremendous growth comes the challenge of handling 
the critical data and offering quality of service to the users.

This chapter throws light on various security aspects related to cloud 
computing. The basic security elements related to various cloud deployment 
models and service delivery models are briefly explained here. The security 
aspects like data center security and security with respect to service models 
are also highlighted. As the IT industry is driven to the cloud for its comput-
ing capacities, it in turn needs to look into the security of the critical data 
stored in third-party providers. The various security-related issues, though 
addressed by IT industry, still are major concerns as no standard develop-
ment procedure is defined for the development of the cloud model. As orga-
nizations follow their own model for development, security becomes more 
prominent for concentration.

Review Points

• Threshold policy: To test if the program works, develops, or improves 
and implements, a threshold policy is a pilot study before moving 
the program to the production environment (see Section 13.1.2).

• Data security: Data are stored in the CSP’s infrastructure. As data do 
not reside in organization territory, many complex challenges arise 
(see Section 13.2.1).

• Access control: As the data are stored in the data center, accessing 
these critical data is a major concern. Being a web-based platform, 
the cloud acts according to the access rights reserved for the users to 
access the data (see Section 13.2.1.2).

• Location dependency: Network appliances and servers (e.g., hypervi-
sors) are typically tied to a statically configured physical  network, 
which implicitly creates a location-dependent constraint (see 
Section 13.2.3).
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• Resource locality: In an SaaS model of a cloud environment, the end 
users use the services provided by the cloud providers without 
knowing exactly where the resources for such services are located 
(see Section 13.3.2).

• IdM: IdM deals with identifying individuals in a system and control-
ling the access to the resources in that system by placing restrictions 
on the established identities (see Section 13.3.2).

• Disaster recovery: Simple data backup as well as more comprehensive 
disaster recovery and business continuity planning is an essential 
part of business and personal life (see Section 13.4.1).

Review Questions

 1. What are the issues to be addressed in data security? Explain.
 2. What are the storage concerns in virtualization security?
 3. Explain the challenges in cloud networks.
 4. What are the security issues in SaaS? Explain.
 5. What are the security issues in PaaS? Explain.
 6. What are the security issues in IaaS? Explain.
 7. What are the advantages of Disaster Recovery as a Service?
 8. What are the privacy challenges for cloud computing? Explain.
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14
Advanced Concepts in Cloud Computing

Learning Objectives

The objectives of this chapter are to

• Give an insight on some of the advanced topics in cloud
• Give a brief description about each topic
• Discuss the current problems on a particular topic
• Indicate some of the works that are going on in that area
• Discuss the benefits of using the technologies

Preamble

Cloud computing is an important area of research and is developing at a 
rapid pace. There are certain topics in cloud where there are some research 
openings. There are several applications of cloud; depth- and breadthwise, 
the cloud is expanding. In this chapter, several advanced topics are discussed. 
A brief description about intercloud and its types, topologies, and benefits is 
provided first, followed by cloud management. Cloud management is con-
sidered to be one of the important areas, and here certain management top-
ics related to architecture are discussed. Consequently, mobile cloud and 
media cloud are discussed in brief. This is followed by a discussion on stan-
dards and interoperability. Here, the problems related to interoperability are 
pointed out. The necessity for standardization is also discussed. This is fol-
lowed by a brief introduction to cloud governance, its various components, 
and its importance. The next subsection discussed in detail about green 
computing. It elaborates on the method for energy calculation. It discusses 
some of the popular algorithms that try to reduce the energy consumption 
of data center. Further, the recent works in this area are mentioned. The next 
subsection discusses about the impact of computational intelligence in cloud 
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computing. The areas where it is used and the places where it can be used are 
discussed. Finally, cloud data analytics, one of the most popular topics that is 
changing today’s world, is discussed. This subsection elaborates upon data 
analytics, and the reason cloud is used here. The chapter ends with some 
review points, review questions, and further readings.

14.1 Intercloud

Cloud computing is a technology that has been around for quite some time 
and has been a welcomed technology. The National Institute of Standards 
and Technology (NIST) defines cloud computing as “a model for enabling 
ubiquitous, convenient, on-demand network access to a shared pool of con-
figurable computing resources (e.g., networks, servers, storage, applications, 
and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction.” Nowadays, there is 
an increased demand for cloud computing. As the number of cloud users 
increases, it is a challenge to cater to the requirements of all the users in 
order to maintain the credibility of the cloud providers. Cloud providers 
do not offer an infinite amount of resources and hence may get saturated 
at some point in time. In some cases, situations may arise where the cloud 
provider might not be able to satisfy the requirements of the customers. In 
such cases where the cloud provider is faced with an unexpected increase in 
requirements or need, it has to resort to some methods to ensure customer 
satisfaction. It is in such situations that intercloud comes as a boon to the 
cloud provider.

Intercloud can be basically viewed as a cloud of clouds. Here, multiple cloud 
providers join hands to serve the customers. Intercloud can take any of the 
two forms: federation of clouds or multicloud. The concept of intercloud was 
introduced way back in 2010 in the first IEEE International Workshop on Cloud 
Computing Interoperability and Services (InterCloud 2010). In October 2013, an 
environment that would serve as the testbed for intercloud-related applica-
tions was proposed.

The major cloud providers are Amazon, Google, Microsoft, IBM, etc., as 
shown in Figure 14.1. It is a challenge for other cloud providers to com-
pete with these cloud providers. Federation of cloud is an advantage to 
the minor cloud providers as they can provide their resources for rent 
and thus attain profit for their resources, which would otherwise be left 
underutilized.

A basic classification of intercloud can be given as in Figure 14.2.
In federation of clouds, the cloud providers manage the interconnections 

among them. Here, infrastructures may be shared so as to enable resource 
sharing. The users need not bother about using more than one cloud as the 
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cloud providers take up the responsibility of providing a transparent service 
to the customers. Here, one cloud provider can rent the resources of another 
cloud provider and offer it to the customers.

In multicloud, the client or service makes use of multiple clouds. Thus, 
the user is aware of the fact that they are being served by more than one 

Service
provider 2

Service
provider 1

Service
provider 3

Service
provider 4

Service
provider 6

Service
provider 5

FIGURE 14.1
An illustration of intercloud. (Adapted from http://computersight.com/software/cloud-computing- 
chapter-one-review-and-guide/.)

Intercloud

Peer to peer Centralized Service Libraries

Federation Multicloud

FIGURE 14.2
Classification of intercloud. (Adapted from http://2.bp.blogspot.com/.)
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cloud provider. It is the responsibility of the users to provide interoperability 
between the various cloud providers. The different types of multicloud and 
federation cloud have various topologies, as shown in Figure 14.3.

Intercloud provides customers with a wide range of benefits such as the 
following:

 1. Diverse geographical locations: Cloud service providers may have their 
data centers in diverse geographic locations. In cases where the 
customers are bound by legislative constraints regarding the loca-
tion of where their data are stored, the data center provided by the 
cloud service provider in a particular location may not be enough. 
Intercloud can be used to enable the customers to control the loca-
tion of storage of their data.

 2. Better application resilience: The objectives of fault tolerance, reliabil-
ity, and availability can also be better fulfilled by the cloud providers 
making use of intercloud. By placing data in more than one data 
center, the applications can be made more fault tolerant. In case one 
of the data centers does not function, there is always an option to 
use an alternative copy at another data center. This also increases 
the availability. In case of abrupt increases in traffic, performance 
degradation may occur. This can be avoided in intercloud. Thus, per-
formance is guaranteed.

 3. Avoidance of vendor lock-in: The use of intercloud avoids vendor lock-
in where the customer becomes dependent on a particular vendor. 
Here, users depend on multiple vendors.

 4. Flexibility: By making use of intercloud, the users are assigned 
resources in a more flexible manner.

Central
entity

Cloud 2Cloud 1

Cloud 3

(a)

Distributed
entity

Cloud 2

Cloud 1

Cloud 3

(b)

Distributed
entity

FIGURE 14.3
Topologies of the different intercloud architectures. (a) Centralized intercloud federation, 
(b) peer to peer intercloud federation. (Adapted from http://cloudstrategypartners.blogspot.
in/2013/04/intercloud-not-all-same-federation.html.)
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 5. Power saving: In intracloud scenarios, energy can be conserved by 
making use of virtual machine (VM) migrations. Virtual machines 
can be transferred from overloaded hosts to underloaded hosts. The 
energy saving can be done at a higher level in intercloud scenarios 
where migrations can be carried out across data centers.

Intercloud brings along with it a new set of challenges that have to be 
resolved. The Internet is a network of networks. Coming up with standards 
for the Internet so that the various networks can cooperate with each other 
took a period of about 5  years. In a similar manner, various issues have 
to be tackled before interclouds can be used. The various cloud providers 
should have some mechanisms to establish trust among themselves. Other 
issues  include SLA requirements and billing rates. Some cloud providers 
may have authentication mechanisms in order to offer their resources. In 
simple terms, the cloud providers should match with each other in terms of 
resources, policies, technologies, etc. Various existing technologies, such as 
Extensible Messaging and Presence Protocol (XMPP), may be used to realize 
the intercloud among heterogeneous cloud providers. Other issues include 
scalability, support of VM migrations across cloud providers, resource 
migration, security, policy management, and monitoring.

InterCloud is a cloud access operator that acts as a gateway to a variety of 
Software-as-a-Service (SaaS) platforms among intercloud partners, such as 
Microsoft Azure and Amazon Web Services. It provides access to any out-
sourced application platform in a secure manner.

There are various architectures proposed in the literature that aim to solve 
the various issues related to intercloud such as data exchange and resource 
sharing.

14.2 Cloud Management

As cloud computing gains wide acceptance among users, there is a need for 
management of cloud so as to ensure the proper functioning of the cloud 
services. The cloud management is responsible for managing the infrastruc-
ture of the cloud. It is the solution to the problem of realizing the expected 
economic benefits, by employing proper capabilities of management.

The term cloud management is the name given to the collection of soft-
ware and technologies that is used to govern and monitor the various cloud 
applications. Cloud management ensures that the cloud services are running 
optimally and that it interacts with its coapplications. The cloud manage-
ment software may need to handle heterogeneous resources. It has to moni-
tor the various tasks such as resource allocation.

The strategies for cloud management include regular monitoring and 
auditing services, and initiating and managing plans for disaster recovery. 
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Cloud management usually provides a portal for customers. It provides user 
authentication, encryption, and budget management on behalf of various 
enterprises.

There are various cloud management interfaces available such as the 
enStratus Enterprise Cloud Management Solution, which provides the pro-
visioning, management, and automation of application in major private and 
public clouds. One of the cloud management reference architecture intro-
duced by the Distributed Management Task Force (DMTF) is shown in 
Figure 14.4.

The functional components of the architecture are as follows:

 1. Cloud service developer: Designs, implements, and maintains service 
templates.

 2. Cloud service consumer: Provides access to services for service users.
 3. Cloud service provider: Supplies cloud services to internal or external 

consumers.
 4. Data artifacts: Control and status elements exchanged across the pro-

vider interface.
 5. Provider interface: Interface that allows consumers to access and mon-

itor the contracted services.
 6. Profiles: Specification that defines the associations, methods, and 

properties for a management domain.

The cloud management interface should take special care of security. If an 
attacker gains access to the cloud management interface, the aftereffects can 
be drastic.

Cloud service provider

Service provider interface

Functional
interfaces Pro�les

Cloud service developer Cloud service consumer

Data artifacts
(SLA, images..)

FIGURE 14.4
Cloud service reference architecture.
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14.3 Mobile Cloud

The Mobile Cloud Computing Forum defines mobile cloud computing 
(MCC) as follows [4]:

Mobile Cloud Computing at its simplest, refers to an infrastructure 
where both the data storage and the data processing happen outside of 
the mobile device. Mobile cloud applications move the computing power 
and data storage away from mobile phones and into the cloud, bringing 
applications and mobile computing to not just smartphone users but a 
much broader range of mobile subscribers.

MCC is basically the intersection of the fields of cloud computing and mobile 
networks. Mobile networks are basically networks that connect mobile users. 
The emergence of ultrafast mobile networks makes it necessary to bring the 
cloud domain to the mobile networking domain. This field is still in its pri-
mary stage of development. MCC basically enables the building and hosting 
of mobile applications over the cloud. There are various issues to be resolved 
such as live VM migration, security, privacy preserving, and fault tolerance. 
There is a probability that migrating VMs become an overhead in MCC.

Mobile devices usually have limited computing power and resources. 
The limitations of mobile computing can be overcome by MCC. It will allow 
users to access platforms and applications provided by the cloud through 
their mobile devices. Here, the users will no longer be restricted by the lim-
ited resources they own. Thus, more computing-intensive mobile applica-
tions can be supported by a larger number of devices.

There are many mobile cloud apps, the most common of which are Google’s 
Gmail and Google Voice for iPhone. A general diagram is shown in Figure 14.5.

Cloud computing

Other
devices

SaaS
PaaS

IaaS

Mobile computing

FIGURE 14.5
Mobile cloud computing.
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In mobile applications that involve image processing, natural language 
processing, multimedia search, and so on, the lack of resources on the mobile 
device can be handled by renting services offered by the cloud. A remote 
cloud server offering services is shown in Figure 14.6.

Another scenario is where mobile devices can themselves become 
part of a cloud and offer their resources for rent to other mobile devices. 
Thus, collective resources can be made available, provided that they fall 
within the vicinity. Another scenario makes use of cloudlets. Cloudlets 
are basically a collection of multicore computers connected to remote 
cloud servers. Mobile devices usually act as thin client devices to the 
cloudlet.

One major issue in MCC is the process of handing over the jobs to the cloud. 
This greatly depends on the distance that physically separates the cloud and 
the mobile device. This process might incur additional costs. These costs also 
have to be taken into consideration. There are many works in the literature 
dedicated to the cost–benefit analysis of MCC.

Another major issue that does not exist in traditional cloud computing is 
the support of user mobility. There should be mechanisms to identify the 
current location of the mobile client. The mobility of the users should not 
affect the connectivity to the cloud.

Energy efficiency is another aspect that requires intense research in the 
 context of MCC. Certain architectures have been proposed for MCC. They 
must take into consideration the privacy, security, and trust issues, among 
other issues.

Mobile
device

Data store

Cloud server

Server (backend)

Mobile
backend

operations

FIGURE 14.6
A remote cloud server offering services to a mobile device.
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The benefits of MCC are as follows:

 1. Extending battery lifetime: As far as smartphone users are concerned, 
battery life is one of the major problems. Though smartphones have 
a wide range of functionalities, the duration of battery lifetime dras-
tically decreases when more workload is submitted to the smart-
phone. By offloading the execution of applications that require 
intensive computation to the cloud, the battery lifetime can be 
improved.

 2. Improving data storage capacity and processing power: Having dealt 
with battery lifetime, the next common issue encountered by smart-
phone users is the storage capacity. Cloud provides a simple solu-
tion for this problem where the data can be accessed via wireless 
networks.

 3. Improving reliability: While using cloud, the data get backed up on a 
number of other devices. In the case of accidental loss of data, the 
backed up data can be accessed.

 4. Improving scalability: By using cloud, the scalability of mobile applica-
tions can also be easily improved.

MCC finds applications in mobile commerce, mobile learning, mobile health-
care, and many more.

14.4 Media Cloud

Multimedia data are the major form of data available in the Internet nowa-
days. In the case of videos, there are a wide variety of formats available. 
Storing and processing multimedia data require a large amount of process-
ing and storage facilities. The currently emerging technology, cloud comput-
ing, can be utilized to efficiently process and store such data. Media cloud 
provides storage for media data and also enables the presentation of data 
using media signaling protocols. A simple multimedia cloud is shown in 
Figure 14.7.

Media clouds provide distributed processing of multimedia data and 
provide services with high Quality of Service (QoS) for multimedia data. 
The content stored in media cloud can be easily streamed to various  clients 
such as music players in cars and smartphones, using protocols such as 
transmission control protocol (TCP), user diagram protocol (UDP), and 
real-time transport protocol (RTP).
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The process of streaming includes the activities of buffering, rendering, 
recording, and mixing of data. The users of media cloud will also be pro-
vided with an easier way to share multimedia data among them.

There are many challenges to the media cloud. The challenges come in the 
form of heterogeneous formats available for the different types of multimedia 
data, heterogeneity of applications, scalability to adapt to newly developed for-
mats of media, and at the same time making the multimedia cloud a profitable 
cloud. For increasing the profit, the risk of failure should be decreased.

A reference architecture of the media cloud is presented in Figure 14.8.
The architecture in Figure 14.8 shows the basic services that should be pro-

vided by a media cloud: storage and infrastructure management, cluster and 
grid management, workflow automation, etc. This architecture contains five 
main components:

 1. Cloud administrative services
 2. Ingest services that accept media input from a wide range of sources
 3. Streaming services
 4. Video services that manage and deliver videos across media chan-

nels to various clients
 5. Storage subsystems for content cache and movement, storage, and 

asset management

The only solution to the bursty increase in multimedia in the coming years 
will be cloud computing. The cloud will be the major host for all multimedia 

FIGURE 14.7
Multimedia cloud.
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data and multimedia processing in the near future. In order to make the 
systems less complex, an approach that transforms the heterogeneous types 
of audio, video, and other multimedia data into a standard format is more 
desirable. The area of media cloud has various unresolved issues such as 
media cloud architecture, storage, delivery of multimedia data, mobile 
broadcast, energy efficiency, and media mining that involves information 
retrieval from multimedia data. The media cloud can also be used for provi-
sioning to meet Video on Demand requirements.

14.5 Interoperability and Standards

Interoperability is defined as the ability to move the workload from one cloud 
provider to another without any problem. Thus, a user should be able to use 
the cloud providers interchangeably or should be able to shift their work 
base from one cloud provider to another. Interoperability is one of the prime 
issues in cloud computing. One of the problems associated with interoper-
ability is vendor lock-in problem.

Whenever a cloud service provider does not allow the users to migrate to 
other cloud, it is called as vendor lock-in. In simple terms, the vendor locks 
the user from moving from one vendor to another. The vendor lock-in has 
been an issue for a long time. Here, once a user has chosen one cloud service 
provider, then he will not be able to change or migrate to another service 
provider without starting his work again.
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FIGURE 14.8
Functional components of media cloud architecture. (Adapted from Poehlein, S. et al., 
Moving to the media cloud, 2010, available [online]: http://h20195.www2.hp.com/V2/GetPDF.
aspx/4AA2–1000ENW.pdf.)
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Another issue with interoperability is that the service providers do not 
allow the users to use products or components of other vendors in their 
cloud infrastructure. Thus, a user has to use the components given by one 
cloud provider only.

There are two possible reasons for this problem. One is that the vendors 
do not want to lose their customers, and so they do not allow them to use 
other vendor’s components or to migrate to other vendors. Another is that 
there is very less technical support or there is very less advancement in this 
area, so even if the cloud components are open source or are not governed 
by any such policy or rule, there is very less chance that two clouds would 
be interoperable. Interoperability and portability go hand in hand. There are 
three aspects of portability, namely application portability, platform portabil-
ity, and infrastructure portability. Thus, if the portability issues are resolved, 
then it would not take much time to make the clouds interoperable as there 
are only a few more issues that need to be considered other than portability.

All the aforementioned problems are due to one primary reason, and that 
is standardization. The main problem with the cloud service providers is 
that they do not have a common standard for all the cloud service providers. 
Each service provider follows their own standards, but these standards vary 
from company to company. Thus, no two companies have the same stan-
dards. According to a report by Carnegie Mellon University (CMU), there are 
different aspects of standardization on each service model of cloud. There 
are three basic service models of cloud: Infrastructure as a Service (IaaS), 
Platform as a Service (PaaS), and Software as a Service (SaaS). The standard-
ization will affect all the three models in a different manner. According to 
CMU, the SaaS models would be the least benefitted by the standards. This is 
because such software involves licensing terms, and standardization would 
not have a greater effect on it. Similarly, PaaS also may not be that much ben-
efitted from the standardization models. But, IaaS would have a considerable 
amount of benefits as the workloads or resources are in the form of VMs and 
storage disks, and if standardization is made, then the users can migrate their 
VMs from one service provider to another. There is a lot of effort being put by 
different organizations to make standards. There have been several attempts 
by several communities to have interoperable systems and to  maintain the 
standards [6]. This process will continue in the future, and the day is not far 
when interoperability would be the property of every cloud service provider.

14.6 Cloud Governance

Governance is a term in the corporate world that generally involves the pro-
cess of creating value to organization by creating strategic objectives that will 
lead to growth of the company and will maintain a certain level of control 
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over the company. Governance is not to be confused with management. Both 
terms, though similar, have lot of difference. Governance comes into picture 
where there is a booming industry that involves a lot of resources includ-
ing people. Governance involves maintaining and following certain poli-
cies throughout the company. These involve high-level decision making that 
would affect all the people related to the company.

Cloud computing is one of the rapidly growing technologies. Almost all 
the big companies have started using cloud. As the days go by, cloud is 
becoming bigger and vast. Not only computing resources but also the num-
ber of people working in cloud is increasing. Hence, there is a necessity of 
governance mechanism to maintain the growth of cloud. There is a need 
to regulate all the resources such that the people involved or affected by 
the cloud directly or indirectly are benefitted and all the things that happen 
through the cloud are being monitored properly. Cloud governance is very 
important because it is a known fact that well-governed organizations have 
a higher probability of sustaining business and retaining their position in 
the industry. If governed properly, an organization is able to adapt to the 
changes quickly.

Cloud governance involves certain hurdles. There are several responsi-
bilities involved in cloud governance, which include some of the points by 
He [7]:

 1. Quality of service: Quality of service is another major issue as far 
as an organization is concerned. There are no standard metrics or 
a standard way to ensure the quality of service to the customers. 
There are several models or algorithms that are proposed to ensure 
the quality of service to the users. Service-level agreements (SLA) 
are the major parameter that is considered for assuring QoS. These 
SLAs are considered to be very important. Negotiations are made 
between the cloud service provider and the cloud user based on 
these SLAs. An SLA gives flexibility to the cloud user, and a cloud 
user can claim or demand justice or compensation if SLA terms are 
violated in any way by the service provider. Thus, it is the responsi-
bility of the service provider to ensure that the SLA terms are satis-
fied at any cost.

 2. Complying with the laws and standards: This is one of the most difficult 
parts as far as cloud is concerned. As the back-end servers, storage 
disks and VMs are spread all over the world there are lots of issues 
being raised because of the data stored in the cloud. The problem 
comes when people from one country try to access the data stored 
in another country. The laws of both the countries may vary. Hence, 
coming to a conclusion on which law should be applied to which 
user and eventually what should be the standard law for the com-
pany is very difficult.
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 3. Adapt to changing service mechanisms: There are different service mech-
anisms involved in delivering services. Time to time, these service 
mechanisms change and the service provider should have the capa-
bility to adapt to different service mechanisms as quickly as possible.

 4. Data privacy issue: The laws related to data privacy had been an issue 
for a long time. The data of the user stored should not be viewed 
by any outsider or even the service provider. There is no surety on 
whether the data details stored by the user are safe. Thus, this is one 
of the most important issues that need to be resolved.

 5. Multitenancy: Multitenancy is a property of cloud that involves shar-
ing of workspace (instance) by many users (clients). It is one of the 
important properties of cloud that made it popular. Though it is 
good, it has some issues to security. A user can break the security 
barrier and can access others’ data, as all the users share a single 
system. Giving security to the user is still an issue that needs to be 
addressed.

 6. Governance inside the organization (internal): The rules inside the 
organization for people related to cloud projects should be given. 
As these projects are large and complex, the rules should be speci-
fied clearly. The number of people working on cloud and the num-
ber of resources being used for cloud in a company are very high. 
Hence, there needs to be a law related to these issues, that is, the way 
to use these resources should also be defined.

Based on the these issues, researchers have proposed some governance 
models like the Lifecycle Governance model and the Lewam Woldu Cloud 
Governance model. As cloud governance is similar to governance in service-
oriented architecture (SOA) and thus both of them are considered as the sub-
set of IT governance. This area is one of the emerging areas.

There are several aspects of governance that can be automated, and sev-
eral companies have come up with a tool for cloud governance. These tools 
include cloud governance tool by Dell tool name Agility platform by service 
mesh etc. An active research is going on in this area, and companies and 
researchers are coming up with several models and tools for governance.

14.7 Computational Intelligence in Cloud

According to Andries P. Engelbrecht, computational intelligence (CI) is the study 
of adaptive mechanisms to enable or facilitate intelligent behavior in  complex 
and changing environments. These mechanisms include those artificial intel-
ligence (AI) paradigms that exhibit an ability to learn or adapt to new situa-
tions, generalize, abstract, discover, and associate [8]. An important aspect of CI 
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is adaptivity. This field exists for nearly four decades. Scientists have been using 
these algorithms for solving different kinds of problems. CI is basically used 
for problems that cannot be solved by using conventional algorithms. There are 
many real-time problems that cannot be solved using conventional methods, 
and in these cases, some practical natural approaches prove to be a better choice. 
CI includes all the heuristic algorithms that are inspired by natural processes. 
Some of the popular examples are genetic algorithm and swarm optimiza-
tion. Genetic algorithms come under the subdivision called evolutionary algo-
rithms. These evolutionary algorithms are inspired by evolutionary process of 
the living being. Similarly, swarm optimization also comes under this category. 
Swarm optimization techniques are inspired by fish school or bird flocks, that 
is, their group behavior property is used. Artificial immune system is one of the 
methods based on our immune system. Similarly, there are several other meth-
ods that are based on natural processes. These computational methodologies 
are extensively used for optimization-related problems. This approach has an 
extensive use in cloud computing.

Cloud computing in simple terms is offering service (resources) to the cus-
tomers. It involves a lot of resources at the back end. Managing resources is 
a difficult task. This resource management involves several important tasks 
like resource scheduling, provisioning, consolidation, and migration. Some 
of the aforementioned tasks like scheduling cannot have exhaustive methods. 
The prime ways of scheduling resources are workflow scheduling and task 
scheduling. Scheduling problem as such is a nondeterministic polynomial-
time hard (NP-hard) problem. NP-hard problems are difficult problems that 
do not have an exhaustive solution and can only have approximate solutions. 
So for these kinds of problems, optimization techniques such as CI algorithm 
can be used. Optimization techniques are usually characterized by proper-
ties that give good approximate solutions that are near to the correct solution. 
The aforementioned are some of the instances. These algorithms consume 
less amount of time than the exhaustive search algorithms. The more the 
problems become complex, the more are the chances of using CI algorithms.

Advantages

• Suitable for complex problems for which exhaustive search is not 
possible

• Consumes less time than the exhaustive counterpart

14.8 Green Cloud

Data centers are the backbone of cloud computing. The data centers hous-
ing the clouds often use up a lot of energy. Data centers are the facility 
that houses computer systems and their related components. The power 
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consumed by data centers mainly constitutes of the power required to run 
the actual equipment and the power used up by devices to cool the equip-
ment. To cool the systems in the data center, we usually make use of preci-
sion air conditioners that control the temperature and humidity throughout 
the day and can also be managed remotely.

As more and more people switch to cloud computing, the energy consumed 
by it becomes significant. In an era of great concern for a greener environment, 
this area in cloud computing should also be considered. It is from this basic 
need that green cloud computing arose. Green cloud computing is basically 
the computing solutions to the problem of energy consumption. These solu-
tions also aim at reducing the OPerational EXpenses (OPEX). The increase in 
operational costs reduces the marginal profit of cloud service providers. The 
power consumption of data centers also has a nonnegligible impact on the 
increase in carbon emissions and global warming. Thus, there is a need to 
develop energy-efficient solutions to cloud computing. For this, an in-depth 
analysis of power efficiency of clouds needs to be done (Figure 14.9).

The architecture of data centers is of different types such as two tier and 
three tier. In all these architectures, energy efficiency has to be analyzed. The 
data center efficiency is usually calculated by considering the performance 
delivered per watt. We have two metrics:

Power usage effectiveness (PUE): It compares the energy used for com-
puting against the energy used for cooling and other overhead. The 
ideal value is 1.0. It can be calculated as

 
PUE Total facility energy

IT equipment energy
=

The lowest PUE that has been achieved in the present scenario is 1.13 
in Google data center.

Data center infrastructure efficiency (DCiE): This is the reciprocal of PUE:

 
DCiE 1

PUE
=
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FIGURE 14.9
Green cloud computing. (Adapted from Garg, S.K. and Buyya, R., Green cloud computing and 
environmental sustainability, in Harnessing Green IT: Principles and Practices, S. Murugesan and 
G.R. Gangadharan (eds.), 2012, pp. 315–340.)
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Studies have shown that idle servers consume around 66% of energy com-
pared to their fully loaded configuration. The management of memory mod-
ules and other factors contribute to this energy consumption. Thus, we can 
save a considerable amount of power if the workloads are concentrated on 
a minimum number of the computing servers, thus enabling the shutting 
down of idle servers. Basically, the different power management techniques 
in computer architecture are as follows:

 1. Dynamic voltage scaling (DVS): Increasing or reducing the voltage in a 
component.

 2. Dynamic frequency scaling (DFS): This is also called CPU throttling, 
where the frequency of the microprocessor is adjusted so as to save 
power or to lessen the amount of generated heat.

 3. Dynamic shutdown (DNS): This scheme selectively shuts down the 
idle or underutilized components.

The green lining in cloud computing is provided by virtualization. 
Virtualization is creating a virtual entity. Using virtualization, multiple 
users can be accommodated on a single host. If there was no virtualization, 
each user would have to be allocated separate physical machines. This can be 
avoided by creating isolated virtual entities for each user on the same physical 
machine. Thus, virtualization is a tool for efficient utilization of resources. It 
can also serve as a tool for energy saving. Workload consolidation and server 
consolidation can be used to reduce energy consumption. When servers are 
overloaded, the VMs on the server can be transported to other underloaded 
servers. If there are many underloaded servers, the VMs can be consolidated 
to one or more servers, enabling the idle servers to be switched off.

There are various simulators to simulate the cloud computing environ-
ment. But not many of them measure the energy efficiency of cloud. To tackle 
this issue, the GreenCloud Simulator was developed in 2013 by a team led 
by Dzmitry Kliazovich at the University of Luxembourg. It provides a fine-
grained simulation of energy-efficient clouds [10]. The simulator focuses on 
the communication between the various elements in the cloud. This approach 
is adapted as more than 30% of the total energy is consumed by the elements 
for communication.

There are various works in the literature that fall under the area of green 
cloud computing. There are energy-efficient scheduling strategies that make 
use of VM migrations. Green routing aims to provide routing service in an 
energy-efficient manner. Green networking is the area that focuses on energy-
efficiency issues in networking. Another notable work in this area is the 
GreenCloud Architecture proposed by Garg and Buyya [9]. They propose a 
framework that curbs the energy consumption of clouds. They  propose archi-
tecture with an intermediate layer called the GreenBroker. This GreenBroker 
makes use of a directory that contains the carbon emission details of various 
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cloud providers so as to provide the greenest provider to the customer at the 
same time maximizing the profit. The carbon emission information of vari-
ous cloud providers at IaaS level is measured by using energy meters. At the 
PaaS level, energy profiling tools are used.

The energy-saving strategies for data centers can be divided into four 
broad sections:

 1. Energy-efficient techniques for servers
 2. Energy-efficient techniques for network
 3. Energy-efficient techniques for servers and network
 4. Cooling and renewable energy

Under the fourth category, a notable work has been done by Baikie and 
Hosman [11] where an attempt is made to reduce the energy used by data 
centers. This includes methods such as using renewable energy to power the 
data centers and so on.

14.9 Cloud Analytics

Cloud analytics is a process of doing any business or data-intensive analysis 
(data analytics) in public or private cloud. Data analytics is a process of exam-
ining unprocessed or raw data to make some meaningful conclusion from the 
data. The results may include either a value or a set of values or a graph. Data 
analytics has been very popular. Several researchers all over the world are 
using this technique effectively, and based on the results, important decisions 
are taken. If it is done on large amount of data that can be in the range of tera-
bytes and petabytes, it is called as big data analytics. Big data analytics has been 
a recent buzzword in the industry. Nowadays, almost the entire world is using 
the Internet, and the amount of data that are generated per day is very large.

There are several places and several companies that analyze some parts 
of these data to get a meaningful conclusion. For example, a social network-
ing site can be considered. Usually, the numbers of users of a social network-
ing site are large. Suppose the site administrator wants to analyze the users 
according to the game in which they are interested, he or she can do that by 
analyzing their whole data based on one or more parameters that determine 
or estimate the results. There are several other places apart from the Internet 
where a large amount of data are generated, and these data require a complete 
analysis. For example, if an insurance company wants to find out the best cus-
tomer and wants to rate their customers based on their monthly payments, 
they can do this by using analytics. Similarly, there are several applications of 
data analytics.
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Analyzing a small amount of data is easy, but when the amount of data 
is increased, it becomes difficult. The data analytics operation that is done 
in today’s world is on data that are in terabytes and petabytes. For doing 
this kind of data-intensive operations, heavy back-end resources, and most 
importantly high-processing power, are needed. This would cost companies 
or organizations a lot. The companies or organizations sometimes cannot 
afford to buy that many resources, as buying and maintaining it are a big 
issue. In this case, there is no other option left for the organization other 
than renting the resources. There had been situations before when this kind 
of power was needed. For example, the Large Hadron Collider (LHC), which 
was used by CERN, recorded the data in petabytes per week and there 
was a necessity to process these data. The scientists did not have their own 
resources, so they relied upon the grid technology for the resources. The grid 
computing model is one of the computing technologies that allow the user 
to use the large number of resources on a pay-per-use basis. This technology 
is primarily intended for research organizations to use the vast processing 
resources available. These resources were provided for a fee, and primarily 
these were used for high-end scientific applications in areas of astronomy, 
physics, bioinformatics, etc. These are sometimes called utility grids and are 
considered as the reason for the success of many high data-intensive projects.

Similar to grid, cloud can also be used for renting resources. Cloud com-
puting is a computing model where primarily resource, softwares, and plat-
forms are offered as services. There is a major difference between grid and 
cloud computing. Unlike grid, cloud services are divided into several types.

In this context, two major types are private and public. Public cloud offers 
services to all the people around the globe, whereas private cloud is restricted 
and can only be used by an organization or individual. When the private or 
public cloud is used for data analysis, then it is called cloud analytics. Cloud 
analytics is very popular as it is analogous to grid platform and has an advan-
tage that anybody in the world can use this platform for doing analytics.

People can use these public or private cloud services for analyzing the 
huge amount of data, and they can pay according to what they use; there 
is no need to buy any resource. This is very useful for companies in real 
time, because these can be used whenever it is necessary, that is, only when 
it is required and there is no necessity to maintain any hardware resources. 
Figure 14.10 depicts the classification of cloud analytics.

Another aspect of cloud analytics is that instead of using the private cloud 
or public cloud as such, people can use the cloud applications that are built in 
the cloud and that are designed specifically for data analysis. Thus, instead 
of using resources directly, the delivery model called SaaS is used. Here, 
cloud-based software is created by the provider and the user can analyze the 
data by using the software, which is usually a web application. This kind of 
cloud application will allow the user to use any kind of device that can access 
a simple web application.
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14.10 Summary

This chapter briefly described the advanced topics in cloud computing. The 
topics that were included are related to recent advancements in this field. 
All the topics that are discussed have a potential impact. The topics either 
are important as an application or have certain research importance. The 
topics that were discussed briefly were mobile cloud, intercloud, media 
cloud, interoperability and standards, cloud governance, green cloud, 
cloud analytics, and impacts of CI in cloud computing and cloud manage-
ment. All the aforementioned topics are discussed with illustrations on the 
benefits of each technology and their impact on the industry or academia.

Review Points

• Federation: Federation of clouds is the deployment and management 
of multiple cloud computing services to match business needs (see 
Section 14.1).
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FIGURE 14.10
Cloud analytics.
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• Multicloud: Multicloud involves two or more cloud service providers 
(see Section 14.1).

• Peer-to-peer intercloud federation: This is one of the types of cloud fed-
eration where there is no central entity (see Section 14.1).

• Centralized intercloud federation: This is a type of cloud federation that 
involves a central entity (see Section 14.1).

• Precision air conditioners: These are the type of air conditioners used 
for cooling in data centers (see Section 14.8).

• OPerational EXpenses (OPEX): OPerational EXpenses is the ongoing 
cost for running a product, business, or system (see Section 14.8).

• Dynamic voltage scaling (DVS): This is the process of dynamically 
adjusting the voltage levels used in a data center (see Section 14.8).

• Dynamic frequency scaling (DFS): This involves dynamically varying 
the frequency of the microprocessor (see Section 14.8).

• Dynamic shutdown (DNS): This is a power management technique 
where idle servers are shut down (see Section 14.8).

• Server consolidation: This is the process of reducing the number of 
underutilized servers (see Section 14.8).

• Cloudlet: A cloudlet can be basically viewed as a mini data center (see 
Section 14.3).

• Vendor lock-in: In vendor lock-in problem, the cloud service provider 
does not allow the users to migrate to other cloud (see Section 14.5).

• Cloud analytics: Cloud analytics is a process of doing any business 
or data-intensive analysis (data analytics) in public or private cloud 
(see Section 14.9).

• Multitenancy: Multitenancy is a property of cloud that involves shar-
ing of workspace (instance) by many users (clients) (see Section 14.6).

• Data analytics: Data analytics is a process of examining unprocessed 
or raw data to make some meaningful conclusion from the data (see 
Section 14.9).

Review Questions

 1. What are the different types of intercloud topologies?
 2. What are the differences between multicloud and federation of 

clouds?
 3. Enumerate the various advantages of intercloud.
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 4. What are the different techniques for power management in com-
puter architecture?

 5. Give an outline of the energy-saving strategies for data centers.
 6. Define the metrics used to measure the data center efficiency.
 7. Discuss the different scenarios where MCC can be employed.
 8. What are the major issues in multimedia cloud?
 9. What is the need for cloud management?
 10. Why standardization is necessary?
 11. What are the advantages of using CI in cloud?
 12. Explain vendor lock-in problem.
 13. Why cloud governance is necessary?
 14. What are the two ways of using cloud analytics?
 15. What is an SLA?
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Cloud computing—accessing computing resources over the Internet—is rap-
idly changing the landscape of information technology. Its primary benefits 
compared to on-premise computing models are reduced costs and increased 
agility and scalability. Hence, cloud computing is receiving considerable inter-
est among several stakeholders—businesses, the IT industry, application de-
velopers, researchers, and students. To successfully embrace this new com-
puting model, these stakeholders need to acquire new cloud computing skills 
and knowledge. This book is designed to provide readers with a clear and 
thorough understanding of the key aspects of cloud computing.

Presented in an easy-to-understand style, Essentials of Cloud Computing 
begins with an introduction to basic cloud computing concepts. It then covers 
cloud computing architecture, deployment models, programming models, and 
cloud service types, such as Software as a Service (SaaS) and Infrastructure as 
a Service (IaaS). It also discusses the cloud’s networking aspects, major ser-
vice providers, open source support, and security issues. The book concludes 
with a discussion of several advanced topics, such as mobile clouds, media 
clouds, and green clouds.

This book is intended for beginners as well as experienced practitioners who 
want to learn more about cloud computing. It includes many case studies, 
programming examples, and industry-based applications. Each chapter con-
cludes with review questions that help readers check their understanding of 
the presented topics. Essentials of Cloud Computing will help readers un-
derstand the issues and challenges of cloud computing and will give them the 
tools needed to develop and deploy applications in clouds.

Features 
• Presents a complete picture of cloud computing using real-life examples 
• Looks at the hardware, software, and networks of the cloud from a 

service-oriented perspective 
• Covers the engineering aspects of designing cloud applications and the 

technological aspects of using cloud applications
• Includes details of both open source and proprietary products and 

services 
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